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Abstract

We develop high order accurate source discretizations for hyperbolic wave propagation problems in first order formulation that are discretized by finite difference schemes. By studying the Fourier series expansions of the source discretization and the finite difference operator, we derive sufficient conditions for achieving design accuracy in the numerical solution. Only half of the conditions in Fourier space can be satisfied through moment conditions on the source discretization, and we develop smoothness conditions for satisfying the remaining accuracy conditions. The resulting source discretization has compact support in physical space, and is spread over as many grid points as the number of moment and smoothness conditions. In numerical experiments we demonstrate high order of accuracy in the numerical solution of the 1-D advection equation (both in the interior and near a boundary), the 3-D elastic wave equation, and the 3-D linearized Euler equations.
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1. Introduction

Singular source terms are used in several areas of computational physics, for example to model sound generation in the atmosphere [13, 7], or to model earthquakes in seismic wave simulations [3, 1]. Singular source terms are also used to model fluid-structure interaction in the immersed boundary method [18], and in applications of the level set method [16, 23, 17], for example to model surface tension along the interface of immiscible fluids. There are also other topics related to the numerical approximations of non-singular source terms, for example, the construction of well-balanced schemes [5, 9, 28], or the construction of discretizations to mitigate stiff source terms in combustion simulations [29].
Several techniques have been developed for discretizing singular source terms in the context of solving partial differential equations by the finite difference or finite element methods. Waldén [27] developed a theory for predicting the number of moment conditions that must be satisfied in the discrete approximation of a Dirac delta distribution, or its derivatives. He considered finite difference and finite element discretizations of the 1-D Helmholtz equation and proved that design accuracy can be obtained away from the singularity. He also numerically demonstrated 4th order convergence in the solution of a 3-D Helmholtz equation subject to a point source. Petersson and Sjogreen [19] generalized Walden’s approach to handle sources near mesh refinement boundaries in a finite difference discretization of the elastic wave equation in second order formulation. Tornberg and Engquist [25] also developed a theory involving moment conditions and analyzed the multi-dimensional case, where singular sources are distributed along a curve or a surface. Using a source discretization that satisfies four moment conditions, they demonstrated 4th order convergence for a 1-D parabolic equation and a 2-D elliptic equation where the source was distributed along a curve. A different source discretization approach, which remains consistent under dilations and works well in conjunction with the level set method, was proposed by Zahedi and Tornberg [30]. Their approach is based on scaling a continuous function that has a rapidly decaying Fourier transform. A tunable tolerance parameter is used to truncate the source discretization to a fixed number of grid points. It is straightforward to satisfy two moment conditions with this approach, but it is unclear if it can be generalized to higher order of accuracy. More recently, Hosseini et al. [11] studied regularizations of Dirac distributions and developed a radially symmetric delta approximation in 2-D. They demonstrated up to 4th order convergence for Helmholtz equation in 1-D and 2-D, but reported poor convergence for the 1-D advection equation and the 2-D wave equation.

In this paper we develop source discretizations for linear hyperbolic wave propagation problems in first order formulation, where the solution is required to propagate over many wavelengths with minimal dissipation. We therefore focus on high order accurate and non-dissipative finite difference schemes in space that are integrated by explicit high order methods in time. The difference approximations are centered in the interior of the domain, complemented by boundary modifications that satisfy the principle of summation by parts [24, 15], and thus are provably stable.

A source discretization that only satisfies moment conditions will in general trigger all modes on the grid. When a centered finite difference scheme is applied to a linear hyperbolic problem, only the well-resolved modes are accurately propagated on the grid. Modes that are poorly resolved are not damped by the scheme and are susceptible to large dispersive errors. Once triggered by the source, these modes can result in large errors in the numerical solution. Hence, for a source discretization to be useful within this class of numerical methods, it must be designed to not trigger any poorly resolved modes.

By studying the Fourier series expansions of the source discretization and the difference operator, we derive sufficient conditions for achieving design accuracy in the numerical solution. Only half of the conditions in Fourier space can be satisfied through moment conditions on the source discretization, and we develop smoothness conditions for satisfying the remaining accuracy conditions. The resulting source discretization has compact support in physical space, and is distributed over as many grid points as the number of moment and smoothness conditions.
To outline our approach, we consider the 1-D advection equation with a singular point source, represented by the Dirac distribution $\delta$,

$$
\begin{align*}
    u_t + u_x = g(t)\delta(x - x_*), & \quad -\infty < x < \infty, \quad t > 0, \\
    u(x, 0) = 0, & \quad -\infty < x < \infty.
\end{align*}
\tag{1}
$$

We assume that the source time function $g(t)$ is smooth and $g(0) = 0$. The solution of (1) is

$$
    u(x, t) = \begin{cases} 
    g(t - (x - x_*)), & \quad 0 \leq x - x_* < t, \\
    0, & \quad \text{otherwise}.
\end{cases}
\tag{2}
$$

The solution is as smooth as the time function, except along the line $x = x_*$ in the $x$-$t$ plane, where it jumps from 0 to $g(t)$. If $g(t) = 0$ for $t > t_1$, the jump vanishes after that time and the solution becomes a smooth traveling wave, see Figure 1.

![Space-time plot of the analytical solution (2) when the time-function is a Gaussian.](image)

Because the analytical solution is identically zero for $x < x_*$ and $x > x_* + t$, we can for bounded times replace the unbounded domain in (1) by a sufficiently large periodic domain. In the following we assume that $u(x, t)$ is $L$-periodic in $x$ and take the domain to be $x \in [0, L]$. We also assume that the source location satisfies $0 < x_* \leq L/2$. The solution formula (2) is then valid for $0 \leq t \leq L - x_*$.

The problem (1) on the periodic domain $x \in [0, L]$ is discretized in space by a finite difference method on a grid $x_j = jh$, $j = 0, 1, \ldots, N-1$, with constant grid size $h = L/N$. We are interested in the general case where the source is located at an arbitrary location relative to the grid,

$$
    x_* = x_k + \alpha h, \quad k = \left\lfloor x_* / h \right\rfloor, \quad 0 \leq \alpha < 1.
\tag{3}
$$
The periodic grid function $v_j(t) \approx u(x_j, t)$, $v_j = v_{j+N}$, satisfies the semi-discrete problem,
\[
\frac{d}{dt} v_j(t) = -D v_j + g(t) d_j, \quad j = 0, 1, \ldots, N - 1, \quad t > 0,
\]
\[v_j(0) = 0. \tag{4}\]

Here, $D$ is a $p$th order accurate centered finite difference operator, see Appendix A for details, and $d_j$ is the discretization of the Dirac delta distribution, which often is written on the form
\[
d_j = \delta^{(M,S)}_x(x_j - x_*), \quad \delta^{(M,S)}_x(x) = \frac{1}{h} \varphi^{(M,S)}\left(\frac{x}{h}\right). \tag{5}\]

Here, superscripts $M$ and $S$ correspond to the number of moment and smoothness conditions that $d$ satisfies. These conditions are defined in Section 2.

One of the simplest source discretizations is the narrow hat function, corresponding to a grid function that is non-zero at $d_k$ and $d_{k+1}$,
\[
\varphi^{(2,0)}(\xi) = \begin{cases} 1 - |\xi|, & |\xi| < 1, \\ 0, & \text{otherwise}. \end{cases} \tag{6}\]

Unfortunately, significant amounts of spurious numerical oscillations are triggered if this source discretization is combined with a centered finite difference approximation in space, and integrated by the explicit 4th order Runge-Kutta (RK-4) scheme in time, see Figure 2 (the fact that the spurious waves travel in the opposite direction of the physical waves is a consequence of the centered difference approximation, see e.g. [26]).

![Figure 2](image.png)

Figure 2: Space-time plot of the numerical solution of (4) with a 2nd order centered finite difference scheme and the source discretization $\delta^{(2,0)}_x$, which satisfies two moment conditions but no smoothness conditions.

To control the spurious oscillations we propose a modified source discretization formula, which satisfies a number of moment and smoothness conditions. The moment
conditions that are necessary for achieving pth order accuracy are documented and analyzed in the literature [27, 25]. To reduce “checkerboard” instabilities in the immersed boundary method, Peskin [18] enforces the “even-odd” condition on the source discretization. This condition is also used in the analysis by Mori [14]. The “even-odd” condition is equivalent to \( d_j \) being orthogonal to the Nyquist mode \((-1)^j\). We call this the fundamental smoothness condition. In Section 2 we introduce higher order smoothness conditions that make \( d_j \) orthogonal to the grid functions \((-1)^q(x_j)^q\), for \( q = 1, 2, \ldots, S - 1 \). We also develop a theory for pth order centered finite difference approximations of the advection equation, showing that \( p \) moment and \( p \) smoothness conditions are required for full accuracy of the approximation.

For 2nd order accuracy, our approach leads to a source discretization constructed from the wide hat-function,

\[
\varphi^{(2,2)}(\xi) = \begin{cases} 
\frac{1}{4}(2 - |\xi|), & |\xi| < 2, \\
0, & \text{otherwise}.
\end{cases}
\] (7)

With this source discretization the numerical solution is free from spurious oscillations, see Figure 3, and it can be verified that the numerical solution is 2nd order accurate once the discontinuity has vanished. We emphasize that the differences between the results in Figures 2 and 3 are solely due to the source discretization. All other aspects of the numerical modeling are identical.

![Figure 3: Numerical solution of (4) with a 2nd order finite difference scheme using the source discretization \( \varphi^{(2,2)} \), which satisfies two moment conditions and two smoothness conditions.](image)

To get 4th order accuracy our source discretization results in the piecewise cubic
polynomial,
\[
\varphi^{(4,4)}(\xi) = \begin{cases} \\
\frac{1}{64} \left(16 - 4|\xi| - 4|\xi|^2 + |\xi|^3\right), & |\xi| < 2, \\
\frac{1}{64} \left(48 - 44|\xi| + 12|\xi|^2 - |\xi|^3\right), & |\xi| \in [2, 4), \\
0, & \text{otherwise.} 
\end{cases}
\] (8)

For 6th order accuracy, we arrive at the piecewise quintic polynomial,
\[
\varphi^{(6,6)}(\xi) = \begin{cases} \\
\frac{1}{2} - \frac{1}{12}|\xi| - \frac{5}{72}|\xi|^2 + \frac{5}{144}|\xi|^3 + \frac{1}{128}|\xi|^4 - \frac{1}{768}|\xi|^5, & |\xi| < 2, \\
\frac{1}{2} - \frac{147}{256}|\xi| - \frac{67}{448}|\xi|^2 + \frac{25}{512}|\xi|^3 - \frac{3}{256}|\xi|^4 + \frac{1}{1536}|\xi|^5, & |\xi| \in [2, 4), \\
\frac{1}{2} - \frac{137}{256}|\xi| + \frac{115}{350}|\xi|^2 - \frac{17}{256}|\xi|^3 + \frac{1}{256}|\xi|^4 - \frac{1}{7088}|\xi|^5, & |\xi| \in [4, 6), \\
0, & \text{otherwise,} 
\end{cases}
\] (9)

which satisfies six moment and six smoothness conditions. The source discretization functions (7), (8), and (9) are plotted in Figure 4.

Figure 4: The source discretization functions used for 2nd, 4th, and 6th order accuracy.

The remainder of the paper is organized as follows. The moment and smoothness conditions are described in Section 2. In Section 3 we prove that an (almost) \( p \)th order accurate numerical solution of (1) can be obtained from a \( p \)th order accurate centered finite difference scheme, if the time function \( g(t) \) is sufficiently smooth and the source discretization satisfies \( p \) moment conditions as well as \( p \) smoothness conditions. In Section 4, we numerically solve the advection equation (1) using centered difference schemes of orders \( p = 2, 4, 6 \), and evaluate how the convergence rate depends on the number of smoothness conditions. These experiments confirm the theoretical prediction that a source discretization with \( M = S = p \) is necessary for \( p \)th order accuracy. The remainder of Section 4 introduces two generalizations. In Section 4.1 we solve the advection equation (1) in curvilinear coordinates and numerically verify the \( p \)th order convergence
rate for \( p = 2, 4, \) and \( 6. \) In Section 4.2 we numerically derive source discretizations for sources in the vicinity of physical boundaries, in conjunction with a finite difference scheme that satisfies the principle of summation by parts. Section 5 describes two applications of our technique to three-dimensional wave propagation problems, where the source is approximated by a Cartesian product of one-dimensional source discretizations. Conclusions are given in Section 6.

2. Moment and smoothness conditions

We start by defining a discrete scalar product and norm for complex-valued grid functions \( u_j \) and \( v_j, \)

\[
(u, v)_h := h \sum_{j=0}^{N-1} \bar{u}_j v_j, \quad ||u||_h = \sqrt{(u, u)_h},
\]

which is an approximation of \( \int_0^L \bar{u}v \, dx. \) Let the source discretization be represented by the real-valued grid function \( d_j \) and recall the definition of the Dirac distribution, i.e., \( \int \phi(x) \delta(x-x_*) \, dx = \phi(x_*). \) To ensure that \( d_j \) is a consistent and accurate discretization of \( \delta(x-x_*) \), we enforce \( M > 0 \) moment conditions\(^1\) [27, 18, 25],

\[
(d, \phi^{(m)})(h) = \phi^{(m)}(x_*), \quad \phi^{(m)}(x) = x^m, \quad m = 0, 1, \ldots, M - 1,
\]

where we define \( x^0 = 1 \) for all \( x. \)

As demonstrated by our initial numerical example, the source discretization can trigger spurious modes in the numerical solution. To analyze the spurious modes, let \( \psi \) be a function that is not resolved on the grid (such as the Nyquist mode). Consider the scalar product between \( \psi \) and \( (4)\)

\[
\frac{d}{dt}(\psi, v)_h = -(\psi, Dv)_h + g(t)(\psi, d)_h.
\]

This equation governs the evolution of \( (\psi, v)_h, \) which is a spurious component of the numerical solution. If \( (\psi, Dv)_h = 0 \), we can only prevent \( (\psi, v)_h \) from growing in time by enforcing the condition \( (\psi, d)_h = 0 \) on the source discretization. Assuming that the number of grid points in the periodic domain \( (N) \) is even, it is straightforward to construct an \( N \)-periodic grid function \( \psi \) for which \( (\psi, Dv)_h = 0. \) We have,

\[
(\psi, Dv)_h = h \psi^T Dv = h \left( D^T \psi \right)^T v,
\]

where \( D^T \) is the transpose of the difference operator \( D \) written in matrix form. Thus, \((\psi, Dv)_h = 0 \) for all \( v \), if the vector \( \psi \) satisfies \( D^T \psi = 0 \), i.e. \( \psi \) is a null vector of \( D^T \). Because \( D \) is skew-symmetric, \( D^T \psi = -D \psi. \) Furthermore, because \( D \) is a centered difference approximation, \( D \psi^{(0)} = 0 \) for \( \psi^{(0)} = (-1)^j. \) Thus, the spurious component of

\(^1\)In this context, \( \phi^{(m)}(x) \) does not denote the \( m \)th derivative of \( \phi. \)
the numerical solution, \((\psi^{(0)}, v)_h\), is zero for \(t > 0\), if it is initially zero, and the source discretization satisfies the smoothness condition

\[(\psi^{(0)}, d)_h = 0.\]  

(13)

A periodic grid function \(w_j = w_{j+N}\) can be analyzed through its Fourier series expansion,

\[w_j = \sum_q \hat{w}_q e^{i2\pi qx_j/L}, \quad x_j = jh, \quad h = L/N.\]

When \(N\) is even, the highest mode on the grid corresponds to the Nyquist wave number \(q = N/2\). Because \(Nx_j/L = j\),

\[e^{i2\pi(N/2)x_j/L} = (-1)^j = \psi^{(0)}.\]

Thus, (13) implies that \(d\) is orthogonal to the Nyquist mode. To further suppress spurious oscillations in the numerical solution, a natural generalization is to require the source discretization to be orthogonal to the second most oscillatory mode on the grid, corresponding to \(q = N/2 - 1\),

\[e^{i2\pi(N/2-1)x_j/L} = (-1)^j e^{-i2\pi x_j/L} = (-1)^j \left(1 - \frac{2\pi i}{L}x_j + \frac{1}{2} \left(\frac{2\pi i}{L}x_j\right)^2 + \cdots\right).\]

By retaining the first \(S\) terms in the Taylor series expansion, we arrive at our proposed smoothness conditions,

\[(d, \psi^{(s)})_h = 0, \quad \psi^{(s)}_j = (-1)^j (x_j)^s, \quad s = 0, 1, \ldots, S - 1.\]

(14)

These conditions are well-defined for source discretizations of periodic and non-periodic problems, as long as the source is located away from the end points. Section 4.2 discusses generalizations of the smoothness conditions when the source is located near a boundary.

We construct the source discretization to be non-zero at \(M+S\) grid points centered around \(x_\ast\), and zero everywhere else. The non-zero entries of \(d_j\) are determined by satisfying the \(M+S\) linear equations of (11) and (14). Given \(\alpha\), where \(x_\ast = x_k + \alpha h\), this system can be solved numerically or symbolically.

Figure 5 (left) shows the magnitude of the Fourier coefficients, \(|\hat{d}_q|\), corresponding to \(M = 2\) and \(S = \ell\) for the cases \(\ell = 0, 1, 2\), plotted as function of the scaled wave number \(\omega q / \pi\), where \(\omega_q = 2\pi q / L\). Figure 5 (right) shows the corresponding Fourier spectrum for source discretizations that satisfy six moment conditions and different numbers of smoothness conditions. The effect of increasing the number of moment conditions from two to six is that \(|\hat{d}_q|\) remains closer to unity further away from \(\omega q h = 0\). The result of increasing the number of smoothness conditions is to make the spectrum decay faster towards zero as \(|\omega q h| \to \pi\). The Fourier spectrum of a source discretization with four moment conditions shows an intermediate behavior (not shown to conserve space).

The \(M+S\) linear equations of (11) and (14) can be solved symbolically by a computer algebra program such as Maple, illustrating that each non-zero coefficient \(d_j\) is a polynomial in \(\alpha\) of order \(M-1\). Knowing \(d_j(\alpha)\) is sufficient for implementing the source discretization. These polynomials can also be translated to the piecewise polynomial form of \(\varphi^{(M,S)}(\xi)\) by the substitution \(\xi = j - \ell - \alpha\). For \(M = S = 2, 4,\) and 6, this technique leads to the formulae (7), (8), and (9), respectively.
3. Accuracy analysis

We consider spatially periodic solutions of (1) on the domain $0 \leq x < 2\pi$, i.e. assume that the independent variables have been scaled such that $L = 2\pi$. To simplify the presentation we assume that the number of grid points in the spatial discretization, $N$, is odd such that $R := (N - 1)/2$ is an integer. However, this is no restriction and our theory also holds when $N$ is even. We further assume that the source time function $g(t)$ is smooth and satisfies $g(0) = 0$ and $g(t) = 0$ for $t > t_1$, where $t_1 \leq 2\pi - x_*$ is some given time. To derive an error estimate, we also need to assume that a sufficient number of derivatives (to be specified below) of $g$ are zero at $t = 0$.

The Fourier series expansion of a continuous $2\pi$-periodic function, $w(x)$, is defined by

$$w(x) = \sum_{\omega = -\infty}^{\infty} \hat{w}_\omega e^{i\omega x}, \quad \hat{w}_\omega = \frac{1}{2\pi} \int_{0}^{2\pi} w(x) e^{-i\omega x} \, dx, \quad \omega = 0, \pm 1, \ldots$$

Inserting the Fourier expansion into the continuous problem (1) leads to the system of decoupled ordinary differential equations,

$$\frac{d}{dt} \hat{u}_\omega + i\omega \hat{u}_\omega = \frac{g(t)}{2\pi} e^{-i\omega x_*}, \quad t \geq 0, \quad \omega = 0, \pm 1, \ldots,$$

subject to the initial condition $\hat{u}_\omega(0) = 0$. The continuous problem (16) is solved by

$$\hat{u}_\omega(t) = \frac{1}{2\pi} \int_{0}^{t} g(\tau) e^{i\omega \tau - i\omega x_*} \, d\tau, \quad \omega = 0, \pm 1, \ldots$$

The Fourier series expansion of the grid function $v_j$ is defined by

$$v_j = \sum_{\omega = -R}^{R} \tilde{v}_\omega s^{(\omega)}_j, \quad \tilde{v}_\omega = \frac{1}{2\pi} \left( s^{(\omega)}(v) \right)_h, \quad s^{(\omega)} = e^{i\omega x_j}, \quad R = \frac{N - 1}{2}.$$

The basis functions $s^{(\omega)}$ are mutually orthogonal with respect to the scalar product (10), see e.g. [10] (note that we use the hat ($\hat{v}_\omega$) to denote the Fourier transform of both a
continuous and a discrete (grid) function). The semi-discrete problem (4) can also be solved by Fourier expansion,
\[
\tilde{v}_\omega(t) = \int_0^t g(\tau) e^{i\omega \tilde{P}(\omega h)(\tau - t)\tilde{D}_\omega} d\tau, \quad \omega = 0, \pm 1, \ldots, \pm R.
\] (19)

Since \( h = 2\pi/N \), we have \(-\pi < \omega h < \pi\). The function \( P(\omega h) \) is defined through the Fourier symbol of the finite difference operator \( D \),
\[
\tilde{D}(\omega, h) = i\omega P(\omega h).
\] (20)

For example, the 2nd order accurate formula \( D^{(2)}u_j = (u_{j+1} - u_{j-1})/2h \) has the symbol
\[
\tilde{D}^{(2)}(\omega, h) = i \frac{\sin(\omega h)}{h} = i\omega \frac{\sin(\omega h)}{\omega h}, \quad P^{(2)}(\omega h) = \frac{\sin(\omega h)}{\omega h}.
\]

The symbols of the centered operators for orders \( p = 2, 4, 6 \) are given in Appendix A. In general, for even orders of accuracy \( p \geq 2 \), the symbol is of the form (see [10])
\[
P^{(p)}(\omega h) = \frac{\sin(\omega h)}{\omega h} \left( 1 + \sum_{\nu=1}^{p/2-1} \alpha_\nu \sin^{2\nu}(\omega h/2) \right), \quad \alpha_\nu > 0, \quad p = 2, 4, 6, \ldots.
\] (21)

In the following we suppress the superscript \( (p) \) on the operator \( P \).

The following lemma states two essential properties of centered finite difference operators.

**Lemma 1.** Let \( P(\omega h) \) be the function defined by (20), associated with the Fourier symbol of a \( p \)th order accurate centered finite difference operator, where \( p \geq 2 \) is even. There is a cutoff frequency \( \xi_c > 0 \) such that
\[
|P(\omega h) - 1| \leq c_1|\omega h|^p, \quad |\omega h| \leq \xi_c,
\] (22)

and furthermore,
\[
|P(\omega h)| \geq c_2(\pi - |\omega h|), \quad |\omega h| \leq \pi,
\] (23)

for some constants \( c_1 \) and \( c_2 \).

**Proof.** For small \( \omega h \), the \( p \)th order accuracy implies that
\[
P(\omega h) = 1 + O((\omega h)^p),
\]
see [10], which proves (22). Because the expression inside the parenthesis in (21) is positive and greater than unity, the inequality
\[
\sin x \geq \frac{x}{\pi}(\pi - x), \quad 0 \leq x \leq \pi,
\]
gives the estimate
\[
|P(\omega h)| \geq c_2(\pi - |\omega h|), \quad |\omega h| \leq \pi.
\]

This completes the proof of Lemma 1. \( \Box \)
The lowest order moments condition, i.e., (11) for $M = 1$, gives

$$(d, 1)_h = h \sum_{j=0}^{N-1} d_j = 1.$$  

We construct the source discretization to be non-zero at $M + S$ grid points in the vicinity of $x_*$, and zero everywhere else. This means that the non-zero coefficients must scale as $d_j = \mathcal{O}(1/h)$. The Fourier coefficients of the source discretization are defined by

$$\hat{\beta}_\omega = \frac{1}{2\pi} (s^{(\omega)}, d)_h = \frac{h}{2\pi} \sum_{j=0}^{N-1} e^{-i\omega hj} d_j, \quad \omega = 0, \pm 1, \ldots, \pm R.$$  

Because $d_j = \mathcal{O}(1/h)$, we conclude that $\hat{\beta}_\omega$ is a function of $\omega h$.

The next lemma establishes some properties of the source discretization.

**Lemma 2.** Let $p > 0$ be a natural number and let the source discretization satisfy the moment conditions (11) for $M = p$ and the smoothness conditions (14) for $S = p$. Then there is a cutoff frequency $\xi_c > 0$ such that

$$|\hat{\beta}_\omega - e^{-i\omega x_*}/2\pi| \leq c_3 |\omega h|^p, \quad |\omega h| \leq \xi_c,$$  

and furthermore,

$$|\hat{\beta}_\omega| \leq c_4 (\pi - |\omega h|)^p, \quad |\omega h| \leq \pi,$$  

for some constants $c_3$, and $c_4$.

**Proof.** See Appendix B. \qed

### 3.1. Error estimate

By Fourier interpolation, we can define a continuous function $\text{Int}_N v(x, t)$ that satisfies

$$\text{Int}_N v(x_j, t) = v_j(t), \quad j = 0, 1, \ldots, N - 1.$$  

The coefficients of its (continuous) Fourier expansion, defined by (15), are zero for $|\omega h| > \pi$. For $|\omega h| < \pi$, they are identical to the coefficients of the (discrete) Fourier expansion of the grid function $v_j(t)$, defined by (18). We refer to [10] for a proof of this and other properties of Fourier interpolation.

We shall estimate the solution error, $e(x, t) := u(x, t) - \text{Int}_N v(x, t)$, through Parseval’s relation,

$$\|e(\cdot, t)\|^2 = 2\pi \sum_{\omega = -\infty}^{\infty} |\widehat{e}_\omega(t)|^2 = 2\pi \sum_{\omega = -R}^{R} |\widehat{e}_\omega(t)|^2 + 2\pi \sum_{|\omega| = R+1}^{\infty} |\widehat{e}_\omega(t)|^2,$$  

for some fixed time $t > t_1$. Here, $\|e\|$ is the continuous $L_2$-norm of $e$. In the 2nd sum, the Fourier coefficients of the error equal $\tilde{u}_\omega$ because the Fourier coefficients of $\text{Int}_N v(x, t)$ are zero for $|\omega| \geq R + 1$. If the time-function of the continuous problem, $g(t)$, has at least
\( p + 1 \) continuous derivatives, we can prove by \( p + 1 \) partial integrations of the solution formula (17) that
\[
|\hat{u}_\omega(t)| \leq \frac{C}{|\omega|^{p+1}}, \quad t > t_1.
\]
This implies that
\[
\sum_{|\omega|=R+1}^\infty |\hat{u}_\omega|^2 \leq C \sum_{|\omega|=R+1}^\infty \frac{h^{2p}}{|\omega|^2|\omega h|^{2p}} \leq Ch^{2p},
\]
because \( 1/|\omega h| < 1/\pi \) and \( \sum \frac{1}{|\omega|^2} \) is a convergent sum (here and below we use \( C \) to denote a positive constant that can be different between different invocations). We conclude that the 2nd sum on the right hand side of (27) does not influence the order of convergence of the error up to and including order \( p \). Thus, the error in the solution is controlled by the Fourier coefficients
\[
\hat{v}_\omega(t) = \hat{u}_\omega(t) - \hat{\nu}_\omega(t), \quad \omega = 0, \pm 1, \ldots, \pm R.
\]

Our main result is stated in Theorem 1.

**Theorem 1.** Let the centered difference operator \( D \) be \( p \)th order accurate and let the source discretization satisfy \( M = p \) moment conditions and \( S = p \) smoothness conditions, where \( p \geq 2 \) is even. Furthermore, let \( g(t) \) have \( p + m \) continuous derivatives, and be zero for \( t \leq 0 \) and \( t \geq t_1 \). Then the error in the solution of (4) satisfies the estimate
\[
\|e\| \leq Ch^{p-\frac{m}{m+1}}, \quad m \geq 2,
\]
for any fixed time \( t > t_1 \).

**Remark 1.** Numerical experiments indicate that the error converges as \( \|e\| = Ch^p \) when \( g(t) \) has \( p + 2 \) continuous derivatives and \( M = S = p \). This observation either indicates that the above estimate is not sharp, or that it is numerically difficult to distinguish between the convergence rates \( h^p \) and \( h^{p-1/4} \).

Our proof of Theorem 1 relies on Lemma 3.

**Lemma 3.** Let \( \hat{v}_\omega \) be the Fourier coefficients of the error in the numerical solution obtained with a finite difference scheme and a source discretization as specified in Theorem 1. Then, for some constant \( \eta > 0 \),
\[
\hat{v}_\omega = 0, \quad \omega = 0,
\]
\[
|\hat{v}_\omega| \leq C_1 h^p/|\omega|, \quad h \leq |\omega h| < \pi - \eta h^{\frac{m+1}{m}},
\]
\[
|\hat{v}_\omega| \leq C_2 h^p, \quad \pi - \eta h^{\frac{m+1}{m}} \leq |\omega h| < \pi.
\]

**Proof.** See Appendix C. \( \square \)

To prove Theorem 1 we introduce the natural number \( R_1 \) such that \( R_1 + 1 \leq R = \frac{\pi}{h} - \frac{1}{2} \),
\[
R_1 < \frac{\pi}{h} - \eta h^{-1/m} \leq R_1 + 1, \quad |R_1 h| < \pi - \eta h^{(m-1)/m},
\]
and split the sum in Parseval’s relation (27) such that

$$
||e(t)||^2 = 2\pi \left[ |\tilde{e}_0|^2 + \sum_{|\omega|=1}^{R_1} |\tilde{e}_\omega|^2 + \sum_{|\omega|=R_1+1}^{R} |\tilde{e}_\omega|^2 \right].
$$

(33)

Note that the 2nd sum has $2N_2$ terms, where

$$
N_2 = R - R_1 < \left( \frac{\pi}{h} - \frac{1}{2} \right) = \left( \frac{\pi}{h} - \eta h^{-1/m} - 1 \right) = \eta h^{-1/m} + \frac{1}{2}.
$$

The two sums in (33) correspond to cases (31) and (32) of Lemma 3,

$$
||e(t)||^2 \leq 2\pi C_1 h^{2p} \sum_{|\omega|=1}^{R_1} \frac{1}{|\omega|^2} + 2\pi C_2 \sum_{|\omega|=R_1+1}^{R} h^{2p} \leq C_3 h^{2p} + C_4 h^{2p} h^{-1/m} \leq C h^{2p-1/m}.
$$

(34)

Here we used that $\tilde{e}_0 = 0$, and $\sum \frac{1}{|\omega|^2}$ is convergent, so that the first sum can be bounded independently of $R_1$ (and $h$). Furthermore, we used that the number of terms in the second sum, $2N_2 = \mathcal{O}(h^{-1/m})$. The estimate (29) follows by taking the square root of (34).

4. Computational experiments in 1-D

We begin by investigating the error in the numerical solution of the model problem (1), discretized in space according to (4) and integrated in time by the classical explicit RK-4 scheme.

In our numerical experiments we take the domain size to be $L = 40$, locate the source at $x_\ast = 10 + \pi$, and use the Gaussian time function

$$
g(t) = \exp \left( -\frac{(t-t_0)^2}{2} \right), \quad t_0 = 8.
$$

(35)

The center time, $t_0 = 8$, is chosen to ensure that the source time function is sufficiently small at $t = 0$ to avoid any noticeable artifacts in double precision arithmetic. The exact solution, given by (2), consists of a Gaussian wave packet traveling to the right, see Figure 1. Formally, the analytical solution remains discontinuous at the source location for as long as $g(t) > 0$, but it can for numerical purposes be considered smooth for $t \geq 2t_0 = 16$.

We define the error in the numerical solution as the difference between the numerical and the analytical solutions

$$
e_j(t) = u(x_j, t) - v_j(t).
$$

We integrate the numerical solution until the time $t = T := 20$, at which point we measure the error in the discrete $l_2$-norm (10). This time is chosen to make the solution smooth and periodic in space, i.e., $T > 2t_0 = 16$ and $T < L - x_\ast = 30 - \pi$, respectively.

We use a $p$th order accurate finite difference discretization for $p = 2, 4, 6$, and $N = 70 \times 2^{k-1}$ grid points for $k = 1, 2, \ldots, 7$. In other words, the grid spacing is reduced by a factor of two with each level of grid refinement. We use the constant time step $\Delta t = h/2$
for the 2nd and 4th order finite difference schemes. For the 6th order case, the time step is reduced to $\Delta t = h^{3/2}/2$ to make the temporal error proportional to $O(h^6)$.

We construct the source discretization to satisfy $M = p$ moment conditions, and we vary the number of smoothness conditions according to $S = 0, 1, \ldots, p$. The results are presented in Figures 6 - 8. We conclude that the numerical solution becomes $p$th order accurate when the source discretization satisfies $M = p$ moment conditions and $S = p$ smoothness conditions.

4.1. Curvilinear coordinates

In this section we demonstrate how to apply our source discretization on a non-uniform grid using coordinate transformations. Let the coordinate transformation

$$x = X(\tilde{x}),$$

be a smooth one-to-one mapping from the unit interval in parameter space $\tilde{x} \in [0, 1]$ to the interval $x \in [0, L]$ in physical space. Applying the coordinate transformation to the model problem (1) leads to

$$\tilde{u}_t + \frac{1}{X_{\tilde{x}}} \tilde{u}_{\tilde{x}} = g(t) \delta(X(\tilde{x}) - X(\tilde{x}_*)),$$

where $\tilde{u}(\tilde{x}, t) = u(X(\tilde{x}), t)$. Here $\tilde{x}_*$ is the parameter coordinate of the source location, determined by solving $x_* = X(\tilde{x}_*)$ for $\tilde{x}_*$. The mapping is assumed to be non-singular and the Jacobian of the mapping satisfies $J(\tilde{x}) = X_{\tilde{x}}(\tilde{x})$. The Dirac distribution transforms according to

$$\delta(X(\tilde{x}) - X(\tilde{x}_*)) = \frac{\delta(\tilde{x} - \tilde{x}_*)}{J(\tilde{x})}, \quad \int \phi(\tilde{x}) \delta(\tilde{x} - \tilde{x}_*) d\tilde{x} = \phi(\tilde{x}_*),$$
Figure 7: The error in the numerical solution with a 4th order finite difference scheme and a source discretization with $M = 4$ moment condition and $S = 0, 1, 2, 3, 4$ smoothness conditions. The dashed lines show $\|e\|_h \sim h^q$, for $q = 0, 1, 2, 3, 4$, respectively.

Figure 8: The error in the numerical solution with a 6th order finite difference scheme and a source discretization with $M = 6$ moment condition and $S = 0, 2, 4, 6$ smoothness conditions. The dashed lines show $\|e\|_h \sim h^q$, for $q = 0, 2, 4, 6$, respectively.
where \( \phi(\tilde{x}) \) is a smooth function. Thus, the model problem (37) can be written
\[
\tilde{u}_t + \frac{1}{J(\tilde{x})} \tilde{u}_x = g(t) \frac{\delta(\tilde{x} - \tilde{x}_\star)}{J(\tilde{x})}, \quad 0 \leq \tilde{x} \leq 1, \ t \geq 0.
\] (38)

We introduce a uniform grid in parameter space, \( \tilde{x}_j = \tilde{h} j, \ j = 0, \ldots, N - 1 \) with grid size \( \tilde{h} = 1/N \). Let the grid function \( \tilde{v}_j(t) \) approximate \( \tilde{u}(\tilde{x}_j, t) \), and discretize (38) according to
\[
\frac{d}{dt} \tilde{v}_j + \frac{1}{J_j} D(\tilde{x}) \tilde{v}_j = g(t) \frac{\delta(\tilde{x}_j - \tilde{x}_\star)}{J_j}, \quad j = 0, 1, \ldots, N - 1.
\] (39)

Since the grid is uniform in parameter space, \( D(\tilde{x}) \) is the same \( p \)th order accurate centered finite difference operator as \( D \) (with grid size \( \tilde{h} \)). The source discretization follows by replacing \( h \) by \( \tilde{h} \) in (5), i.e., \( \delta_c(\tilde{x}) = \frac{1}{h} \varphi(\tilde{x}/\tilde{h}) \).

To test the source discretization on a non-uniform grid we introduce the mapping
\[
X(\tilde{x}) = \frac{L}{2} \left( 1 + \tilde{x} \sin \left( \frac{\pi}{2} \frac{\tilde{x}}{\tilde{h}} \right) \right) \tilde{x},
\] (40)
and compute
\[
J := X_{\tilde{x}} = \frac{L}{2} \left( 1 + 2\tilde{x} \sin \left( \frac{\pi}{2} \frac{\tilde{x}}{\tilde{h}} \right) + \frac{\pi}{2} \tilde{x}^2 \cos \left( \frac{\pi}{2} \frac{\tilde{x}}{\tilde{h}} \right) \right).
\] (41)

It is straightforward to verify that \( X(\tilde{x}) \) is non-singular for \( 0 \leq \tilde{x} \leq 1 \).

We perform a convergence study by choosing \( L = 40, \ \tilde{x}_\star = 1/4 + \pi/40 \). As in Section 4, we compare the orders of accuracy \( p = 2, 4, \) and \( 6 \). The number of moment and smoothness conditions is set to \( p \). The semi-discrete equation (39) is integrated in time by the explicit RK-4 method. We use the time step \( \Delta t = \tilde{h} \min J/2 \) for the 2nd and 4th order cases, and \( \Delta t = (\tilde{h} \min J)^{3/2}/2 \) for the 6th order case. The source time function \( g(t) \), the number of grid refinements, and the number of grid points are the same as in Section 4. Figure 9 shows the \( l_2 \)-norm of the error in the numerical solution at the final time \( T = 20 \). In all cases the error converges to zero at the expected rates.

4.2. Source discretization near physical boundaries

A stable discretization of the 1-D advection equation (1) with non-periodic boundary conditions can be constructed by using summation by parts (SBP) boundary closures of the difference operator \( D \), see e.g. [24, 15]. Here we focus on a diagonal norm SBP operator \( \widetilde{D} \) whose order of accuracy is six in the interior of the domain and three in the boundary closure, which should result in a 4th order accurate numerical solution of the advection equation when the data is smooth. The operator satisfies the SBP relation
\[
(u, \widetilde{D}v)_{h,w} = -(\widetilde{D}u, v)_{h,w} - u_0 v_0 + u_N v_N
\] (42)
in the weighted scalar product
\[
(u, v)_{h,w} = h \sum_{j=0}^{N} w_j \tilde{u}_j \tilde{v}_j, \quad \|v\|_{h,w} = \sqrt{(v,v)_{h,w}}.
\] (43)
The weights are real and positive at all points. In particular, $w_j = 1$ for $6 \leq j \leq N - 6$, see [24] for details. Corresponding to (4), the semi-discrete problem becomes

$$\frac{d}{dt}v_j(t) = -\tilde{D}v_j + g(t)d_j, \quad j = 0, 1, \ldots, N, \quad t > 0,$$

$$v_j(0) = 0.$$  \hspace{1cm} (44)

We enforce the boundary condition $u(0, t) = 0$ at the inflow boundary through the projection method [15], which in this case amounts to setting $v_0(t) = 0$ throughout the time-stepping procedure. No boundary condition is needed at the outflow boundary and the summation by parts operator is applied all the way to the last grid point $x_N = L$. It is straightforward to derive a discrete energy estimate for $\|v\|_{h,w}$, showing that the approximation is stable. The boundary condition at $x = 0$ could equally well have been enforced by a penalty term [6], but the additional modifications to the matrix $\tilde{D}$ are not considered here. In what follows, $\tilde{D}$ is the standard SBP operator that satisfies (42).

For the wave equation in second order formulation, we have previously generalized the ideas of Waldén [27] to construct source discretizations near physical boundaries by enforcing the moment conditions (11) in a weighted scalar product such as (43). The resulting source discretization stencil becomes skewed near the boundary, but results in accurate numerical solutions [19, 20]. However, as we have seen for the periodic case, a source discretization for the advection equation also needs to satisfy smoothness conditions. It turns out that enforcing the smoothness conditions (14) when the source is near the boundary leads to very inaccurate numerical solutions that sometimes even are inconsistent. The accuracy problem persists whether the smoothness conditions are enforced in the weighted or unweighted scalar product.

To understand how to generalize the smoothness conditions to bounded domains, we make an argument similar to the periodic case and let $\psi$ be a spurious numerical mode,
i.e., a function that is not resolved on the grid. Similar to (12), we consider the weighted scalar product between $\psi$ and (44),

$$\frac{d}{dt}(\psi, v)_{h,w} = -(\psi, \tilde{D}v)_{h,w} + g(t)(\psi, d)_{h,w},$$

which governs the evolution of the spurious component $(\psi, v)_{h,w}$. If $(\psi, \tilde{D}v)_{h,w} = 0$, we can only prevent $(\psi, v)_{h,w}$ from growing in time by enforcing the smoothness condition $(\psi, d)_{h,w} = 0$. To derive an equation for $\psi$, we consider $(\psi, \tilde{D}v)_{h,w} = h\psi^T W \tilde{D}v = h \left( \tilde{D}^T W \psi \right)^T v$, $W = \text{diag}(w_0, w_1, \ldots, w_N)$, where $\tilde{D}^T$ is the transpose of the operator $\tilde{D}$ written in matrix form. Thus, $(\psi, \tilde{D}v)_{h,w} = 0$ implies $\tilde{D}^T W \psi = 0$. In other words, $\tilde{\psi} = W \psi$ is a null vector of $\tilde{D}^T$, and the smoothness condition for the source discretization becomes

$$(W^{-1} \tilde{\psi}, d)_{h,w} = 0, \quad \tilde{D}^T \tilde{\psi} = 0.$$ 

In matrix form, the difference operator $\tilde{D}^T$ has a very large condition number and it turns out to be difficult to directly calculate its null vector in a numerically stable way. Instead we first calculate the singular value decomposition $\tilde{D} = U \Sigma V^T$, where the matrices $U$ and $V$ are orthonormal and $\Sigma$ is diagonal. From here, $\tilde{D}^T = V \Sigma U^T$. If $u^{(k)}$ is a column vector of the matrix $U$ then $\tilde{D}^T u^{(k)} = \sigma_k V e_k$, which is equal to zero if the singular value $\sigma_k = 0$. Here, $e_k$ is a column vector with a one in position $k$ and zero elsewhere. This calculation shows that the null vector $\tilde{\psi}$ can be obtained as the left singular vector of $\tilde{D}$ corresponding to a zero singular value. We have numerically calculated the singular value decomposition of $\tilde{D}$ on a finite grid with between 50-100 points. In all cases, one singular value is very close to zero and many orders of magnitude smaller than the other singular values. The corresponding left singular vector, shown on the top row of Figure 10, quickly tends towards $(1)^j$ away from the end points. We think of this vector as a boundary modified version of $(-1)^j$. It will be used to enforce the lowest order smoothness condition for bounded domains.

For the corresponding problem without boundaries, the condition $D^T \psi = 0$ is satisfied for $\psi^{(0)} = (-1)^j$ because $D$ is skew-symmetric and $D \psi^{(0)} = 0$ for all consistent centered difference approximations. We also have $D \psi^{(1)} = c_0 \psi^{(0)}$ for some constant $c_0$, and thus $(D)^2 \psi^{(1)} = c_0 D \psi^{(0)} = 0$. Hence, $\psi^{(0)}$ and $\psi^{(1)}$ are null vectors of $(D)^2$. It therefore seems plausible that the linear equation $(\tilde{D}^T)^2 \tilde{\psi} = 0$ could have two linearly independent non-trivial solutions that behave as $\psi^{(0)}$ and $\psi^{(1)}$ away from the boundaries. This assumption is confirmed by numerically computing the singular value decomposition of $\tilde{D}^2$. It has two singular values that are very close to zero. The corresponding left singular vectors are shown in the top two rows of Figure 10. The first vector is the same as before and the second vector is of the form $(-1)^j (x_j - c_1)$ away from the end points. The latter vector will be used as a boundary modified version of $\psi^{(1)}$ when enforcing the smoothness conditions. The procedure can be repeated for higher powers of the matrix $\tilde{D}$. Figure 11
Figure 10: Left singular vectors corresponding to the four smallest singular values of the operator $(\bar{D})^4$ on a grid with 100 points.

Figure 11: Singular values of the operator $(\bar{D})^4$ on a grid with 100 points.

shows numerically computed singular values of $(\bar{D})^4$ for a grid with 100 points. The last four singular values are very close to zero and at least 10 orders of magnitude smaller than the rest. The corresponding four left singular vectors are shown in Figure 10. Linear combinations of these vectors have been formed such that they behave as $(-1)^j$, $(-1)^j(x_j - c_1)$, $(-1)^j(x_j - c_2)^2$, and $(-1)^j(x_j - c_3)^3$ in the interior of the domain, thereby showing the analogy with the periodic problem. Numerical calculations indicate that even higher powers of the difference operator, i.e., $(\bar{D})^q$ for $q \geq 5$, do not have more than four singular values that are close to zero. However, four smoothness conditions should be sufficient to achieve 4th order accuracy in the solution, which agrees with the design accuracy for the 6th/3rd order accurate SBP operator under consideration here. SBP operators of other orders of accuracy might behave differently.

With four moment and four smoothness conditions, the source discretization stencil is always eight points wide. Similar to the periodic case, we define the center point of the
stencil $k$ such that the source discretization $d_j$ is non-zero for $j \in [k-3, k+4]$. Because the
projection method is used to enforce the boundary condition, the finite difference
approximation is not applied at the boundary point itself. Therefore, $k \geq 4$ and we set
$k = \max(4, |x_*/h|)$. As a result, $-4 \leq \alpha < 0$ when $0 \leq x_* < x_4$.

In our implementation, we setup the source discretization on a bounded domain by
first checking if $k > 16$. In that case the moment conditions (11) and the smoothness
conditions (14) are used without modifications, leading to the same formula as in the
periodic case. If $k \leq 16$ the numerically computed null vectors replace $\psi^{(s)}$ in the
smoothness conditions (14), and the moment conditions (11) are enforced in the weighted
scalar product (43). To accommodate all possible locations of the eight point stencil, the
first 20 elements of the numerically computed null vectors are stored in the solver.

We demonstrate the boundary source discretization by a numerical experiment where
the advection equation (44) is solved on a domain of size $L = 40$, where the source is
placed directly on the boundary ($x_* = 0$), using the Gaussian source time function (35).
Figure 12 shows the error in maximum norm at time $T = 20$ vs. the grid size for a
sequence of discretizations with increasingly finer grid size, clearly demonstrating that
4th order convergence is achieved. 4th order convergence has also been obtained for
many other source locations near the boundary, but the numerical results are omitted to
conserve space.

5. Applications

5.1. The 3-D elastic wave equation

To test the source discretization in 3-D, it was implemented in the elastic wave prop-
agation solver waveqlab3d [8]. This code employs a finite difference method that satisfies
the principle of summation by parts [12, 24] for accurate simulations of seismic wave
propagation. In this approach, the elastic wave equation is formulated as a system of nine first order hyperbolic partial differential equations,

$$\rho \frac{\partial v_k}{\partial t} = \frac{\partial \sigma_{k1}}{\partial x^1} + \frac{\partial \sigma_{k2}}{\partial x^2} + \frac{\partial \sigma_{k3}}{\partial x^3},$$

$$\frac{\partial \sigma_{kk}}{\partial t} = (\lambda + 2\mu) \frac{\partial v_k}{\partial x^k} + g(t) M_{kk} \delta(x - \mathbf{x}_s), \quad k \in [1, 3];$$

$$\frac{\partial \sigma_{kj}}{\partial t} = \mu \left( \frac{\partial v_k}{\partial x^j} + \frac{\partial v_j}{\partial x^k} \right) + g(t) M_{kj} \delta(x - \mathbf{x}_s), \quad j \in [k + 1, 3].$$

(45)

Here \((v_1, v_2, v_3)\) are the Cartesian components of the particle velocity and \(\sigma_{kj}\) are the six unique components of the symmetric Cartesian stress tensor. The isotropic elastic medium is characterized by its density \(\rho\) and the Lamé parameters \((\lambda\) and \(\mu\)). The finite difference stencils used in our test problem are centered 6th order accurate in the interior and skewed third order accurate near the boundaries. Time stepping is handled by a low storage RK-4 scheme with a constant time step \(\Delta t\), which is proportional to the grid size. This numerical method results in 4th order accuracy in space and time when the solution is sufficiently smooth [8].

Here we want to test the accuracy of `waveqlab3d` when the numerical solution is due to a point moment tensor source. This problem can be solved analytically for the case of an unbounded homogeneous isotropic elastic material, see for example Achenbach [2] (pp. 96-101).

The elastic body used in this test problem has the homogeneous material properties

$$c_p = 6000 \text{ m/s}, \quad c_s = 3464 \text{ m/s}, \quad \rho = 2670 \text{ kg/m}^3,$$

and the moment tensor source has components

$$M_{kl} = 10^{18} \text{ Nm}, \quad k, l = 1, 2, 3.$$

We use a normalized Gaussian as source time function,

$$g(t) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(t-t_0)^2}{2\sigma^2}}, \quad \int_{-\infty}^{\infty} g(\tau) \, d\tau = 1,$$

(46)

where \(t_0\) is the center time and \(\sigma\) is spread of the Gaussian, corresponding to its fundamental (angular) frequency \(1/\sigma\). In our test problem, we use \(\sigma = 0.1149\) s and \(t_0 = 0.7\) s. This value of \(t_0\) satisfies \(t_0 > 6\tau\), which should ensure that the solution is free from numerical artifacts due to startup transients.

The computational domain \(\mathbf{x} \in [-10000, 10000]^3\) m is discretized on a uniform Cartesian grid, with constant grid size \(h = 100, 50, 25\) m, respectively. Numerical far-field conditions are imposed on all boundaries, see [8] for details. The moment tensor source in our first test is located at \(\mathbf{x}_{s1} = (0, 0, 0)\) m, which coincides with a grid point for all grid sizes. In a second test, we place the source such that it lies between grid points for all of the above grid sizes, at \(\mathbf{x}_{s2} = (10, 10, 10)\) m. The three-dimensional source discretization is constructed as a Cartesian product of one-dimensional source discretizations in each coordinate direction. At the grid point \(\mathbf{x}_j = (x_{j1}, x_{j2}, x_{j3})\), the coefficients satisfy

$$d_{j}^{1D} = \delta(x_{j1} - x_{1}^1) \delta(x_{j2} - x_{2}^2) \delta(x_{j3} - x_{3}^3),$$

(47)
where \( j = (j_1, j_2, j_3) \) is a multi-index. In our case, the source is discretized by a 9-point stencil in each direction using \( M = 4 \) moment conditions and \( S = 5 \) smoothness conditions, forming a \( 9 \times 9 \times 9 \) point cube around the source location over which the source discretization is distributed.

Figures 13-14 compare the analytical and numerical solutions as functions of time when the source is at \( x_{r1} \). The comparison is made at two receivers, located at \( x_{r1} = (1000, 0, 0) \) m and \( x_{r5} = (5000, 0, 0) \) m, for the grid sizes 100, 50, and 25 m. Figure 13 shows the radial \( (v_1) \) component of the velocity at \( x_{r1} \). Figure 14 shows one of the tangential components \( (v_2) \) of the velocity at \( x_{r5} \).

In Figure 15 we present the \( L_2 \) norm of the solution error for both source locations at receivers \( x_{r1} \) and \( x_{r5} \), respectively. The norm of the error is defined by

\[
e_t = \frac{1}{N_t} \sum (v_1 - v_1^{(e)})^2 + (v_2 - v_2^{(e)})^2 + (v_3 - v_3^{(e)})^2,
\]

where the sum is taken over \( N_t \) time steps such that \( N_t \Delta t = 2.7063 \) s for each grid size. Here, \( v_1, v_2, v_3 \) are the components of the velocity obtained via numerical simulations using waveqlab3d and \( v_1^{(e)}, v_2^{(e)}, v_3^{(e)} \) are the corresponding components of the analytical solution. These results indicate that the numerical solution converges towards the analytical solution as \( O(h^4) \), or better.

5.2. 3-D acoustic wave propagation

Three-dimensional acoustic wave propagation can be modeled through the linearized Euler equations of compressible flow in an ideal gas. These equations can be formulated as a system of first order hyperbolic partial differential equations, which can be written on symmetric form as

\[
q_t + A_s q_x + B_s q_y + C_s q_z + Eq = f, \quad t > 0,
\]
Figure 14: Numerical and exact $v_2$ component of the solution at 5 km distance from the source. A closeup of the peak near $t = 2$ s is shown on the right.

Figure 15: The $L_2$ error in the numerical solution of the elastic wave equation at the receiver locations $x_{r1}$ and $x_{r5}$, for grid sizes 100, 50, and 25 m. The source is located on a grid point at $x_{s1} = (0,0,0)$ m (left), and between grid points at $x_{s2} = (10,10,10)$ m (right). The dashed lines indicate $e_l \sim h^4$. 
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subject to initial and boundary conditions. The dependent variable, $\mathbf{q} = (q_1, u, v, w, q_5)^T$, where

$$q_1 = \frac{\hat{c}}{\hat{\rho}} \sqrt{\gamma} \rho, \quad q_5 = -\frac{\hat{c}}{\hat{\rho}} \sqrt{\gamma(\gamma - 1)} \rho + \frac{\sqrt{\gamma}}{\hat{\rho} \sqrt{\gamma - 1}} \rho,$$

represent the acoustic perturbations around a background flow-field\(^2\), which may in general depend on $\mathbf{x}$ and $t$. The background flow-field has Cartesian velocity components $(\hat{u}, \hat{v}, \hat{w})^T$, pressure $\hat{\rho}$, and density $\hat{\rho}$. Furthermore, $q_1$ is a scaled density perturbation and $q_5$ is a linear combination of the perturbations of density and pressure. The speed of sound satisfies $\hat{c} = \sqrt{\gamma \hat{\rho}/\hat{\rho}}$, where $\gamma$ is a material constant that can be taken to be $1.4$ in air.

The matrices $A_s$, $B_s$, and $C_s$ are symmetric and depend on the background flow field,

$$A_s = \begin{pmatrix}
\frac{\hat{c}}{\sqrt{\gamma}} & 0 & 0 & 0 & \frac{\sqrt{\gamma - 1}}{\hat{c}} \\
\frac{\sqrt{\gamma}}{\hat{c}} & \hat{u} & 0 & 0 & 0 \\
0 & 0 & \hat{u} & 0 & 0 \\
0 & 0 & 0 & \hat{u} & 0 \\
\frac{\sqrt{\gamma - 1}}{\hat{c}} & 0 & 0 & \hat{u} & 0
\end{pmatrix}, \quad B_s = \begin{pmatrix}
\frac{\hat{c}}{\sqrt{\gamma}} & 0 & 0 & 0 & 0 \\
0 & \hat{v} & 0 & 0 & 0 \\
0 & 0 & \hat{v} & 0 & 0 \\
0 & 0 & 0 & \hat{v} & 0 \\
0 & 0 & 0 & \frac{\sqrt{\gamma - 1}}{\hat{c}} & \hat{v}
\end{pmatrix},$$

and

$$C_s = \begin{pmatrix}
\frac{\hat{c}}{\sqrt{\gamma}} & 0 & 0 & 0 & 0 \\
0 & \hat{w} & 0 & 0 & 0 \\
0 & 0 & \hat{w} & 0 & 0 \\
0 & 0 & 0 & \frac{\sqrt{\gamma - 1}}{\hat{c}} & \hat{w} \\
0 & 0 & 0 & 0 & \hat{w}
\end{pmatrix}. $$

The matrix $E$ depends on the gradient and time-derivative of the background flow field, and is zero when it is constant, i.e., independent of $\mathbf{x}$ and $t$. In the following we only consider the case $E = 0$.

The term $\mathbf{f}$ on the right hand side of (49) models external forcing on the system. In general, the forcing can trigger both acoustic and non-acoustic waves. The two types of waves can, when the background flow field is constant and $\mathbf{f} = 0$, be distinguished by making a plane wave ansatz for the solution of (49),

$$\mathbf{q}(\mathbf{x}, t) = \mathbf{w} e^{i k (\mathbf{n} \cdot \mathbf{x} - ct)}, \quad \mathbf{n} = (n_1, n_2, n_3)^T, \quad |\mathbf{n}| = 1.$$

Here, $k$ is the wave number, $\mathbf{n}$ is the direction of propagation and $c$ is the phase velocity. The ansatz leads to the eigenvalue problem $A \mathbf{w} = c \mathbf{w}$, where $A = n_1 A_s + n_2 B_s + n_3 C_s$. The two acoustic waves correspond to the eigenvalues $c_{1,2} = \hat{u} \pm \hat{c}$, where $\hat{c}$ is the speed of sound and $\hat{u} = n_1 \hat{u} + n_2 \hat{v} + n_3 \hat{w}$ is the speed of the background flow in the direction of the wave. There are also three non-acoustic waves, all propagating with phase velocity

---

\(^2\)In this section, variables with a hat (e.g. $\hat{\rho}$) denote a background flow property and not a Fourier transformed variable.
corresponding to two transverse waves and one entropy wave. By forming a linear combination of the two acoustic eigenmodes, we arrive at a forcing term of the form

$$f(x, t) = p_0 g(t) \delta(x - x_\ast) \left( e_1 + \sqrt{\gamma - 1} e_5 \right),$$

which only triggers acoustic waves. Here, $e_1$ and $e_5$ are constant column vectors with zero elements, except for a unit element in the first and fifth row, respectively. Hence, the forcing is only applied to the first and fifth equation of (49).

An alternative way to interpret the forcing term (50) is to consider the special case of a constant background flow field with zero velocity, $\tilde{u} = 0$. Since $p = \rho \tilde{c} \left( \frac{1}{\sqrt{\gamma - 1}} q_1 + \frac{\sqrt{\gamma - 1}}{\sqrt{\gamma}} q_5 \right)$, and $\rho \tilde{u} + \nabla p = 0$, it is straightforward to derive a scalar wave equation for the pressure perturbation,

$$p_{tt} = \tilde{c}^2 \nabla^2 p + \tilde{p}_0 g'(t) \delta(x - x_\ast), \quad \tilde{p}_0 = p_0 \rho \tilde{c} \sqrt{\gamma}.$$

(51)

The wave equation (51) is easily solved using spherical coordinates. In terms of $r = |x - x_\ast|$ and retarded time $\tilde{t} = t - r/\tilde{c}$, the solution satisfies

$$p^{(p)}(r, \tilde{t}) = \frac{\tilde{p}_0}{4\pi \tilde{c}^2} \begin{cases} 0, & \tilde{t} \leq 0, \\ g'(\tilde{t}), & \tilde{t} > 0. \end{cases}$$

(52)

This expression will be used to evaluate the error in the numerical approximation of the full system (49), when the background flow field is constant and $\tilde{u} = 0$.

The linearized Euler equations (49) is discretized in space by a 6th order accurate finite difference method with third order accurate boundary modifications near physical boundaries [12, 24], and super-grid truncation of the computational domain at far-field boundaries [4, 20, 22]. The explicit 4th order accurate RK-4 scheme is used to integrate the solution in time. The method is implemented in the acoustic module of the code ELAC [21].

The acoustic domain used in this test has homogeneous material properties

$$\tilde{\rho} = 1.025 \cdot 10^5 Pa, \quad \tilde{c} = 331.02 \ m/s, \quad \tilde{u} = 0 \ m/s,$$

and the point source has amplitude

$$\tilde{p}_0 = 10^5 Pa \cdot m^3.$$

The source time function $g(t)$ is taken to be the normalized Gaussian (46). Here, we use the spread $\sigma = 1/3.5$ s and offset time $t_0 = 1.8$ s. As before, this value of $t_0$ satisfies $t_0 > 6\sigma$, which should ensure that the solution is free from numerical artifacts due to startup transients.

The computational domain has the extent $(x, y) \in [0, 4500] \ m$ by $z \in [-4500, 0] \ m$. In our test, the system (49) is discretized on a Cartesian grid with uniform grid size $h$, for $h = 30, 15, \text{ and } 7.5 \ m$, respectively. Homogeneous initial conditions are imposed on all variables and the numerical solution is evolved until time $t = 10$ s. The point source in our test is located at $x_\ast = (2500, 2000, -2500) \ m$, which does not coincide with a grid point for any of the grid sizes. As in Section 5.1, the three-dimensional source discretization is formed as a Cartesian product of one-dimensional source discretizations.
Table 1: Cartesian coordinates of the receiver locations in the acoustic test.

<table>
<thead>
<tr>
<th>station</th>
<th>$x_r$</th>
<th>$y_r$</th>
<th>$z_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2190</td>
<td>1980</td>
<td>-2490</td>
</tr>
<tr>
<td>2</td>
<td>1500</td>
<td>1980</td>
<td>-2490</td>
</tr>
<tr>
<td>3</td>
<td>1500</td>
<td>1980</td>
<td>-1980</td>
</tr>
<tr>
<td>4</td>
<td>1500</td>
<td>1980</td>
<td>-1500</td>
</tr>
</tbody>
</table>

Figure 16: The relative error ($e_r$) in the pressure in the numerical solution at the four receiver locations, for grid sizes 30, 15, and 7.5 m, respectively. The dashed line indicates $e_r \sim h^4$.

according to (47). In each coordinate direction, the source is discretized by an 8-point stencil using $M = 4$ moment conditions and $S = 4$ smoothness conditions.

We test the accuracy of the numerical solution by evaluating it at the receiver locations in Table 1. Note that all receiver locations coincide with grid points for all of the grid sizes used in this test. In Figure 16 we present the relative errors in the pressure at the four receivers. The relative $L_2$ error is defined by

$$e_r = \sqrt{\frac{\sum (p_r - p_r^{(e)})^2}{\sum (p_r^{(e)})^2}},$$

(53)

where $p_r$ is the numerical solution at receiver $r$, $p_r^{(e)}$ is the analytical solution defined by (52), and the sums are evaluated over all time steps. These results indicate that the numerical solution is a 4th order accurate approximation of the analytical solution.
6. Conclusions

We have developed source discretizations for hyperbolic wave propagation problems in first order formulation that are discretized by high order accurate non-dissipative finite difference schemes in space, and integrated by explicit high order schemes in time, e.g. Runge-Kutta methods. By studying the Fourier transform of the source discretization, we have derived sufficient conditions for achieving design accuracy in the numerical solution. Only half of the conditions in Fourier space can be satisfied through moment conditions on the source discretization, and we have introduced smoothness conditions for satisfying the remaining accuracy constraints. The resulting source discretization has compact support in physical space, and is distributed over as many grid points as the number of moment and smoothness conditions.

The theoretical properties of the source discretization have been verified numerically by solving the 1-D advection equation on a periodic domain using centered difference schemes of orders \( p = 2, 4, 6 \). These experiments confirmed the theoretical prediction that the source discretization must satisfy \( p \) moment and \( p \) smoothness conditions to produce a \( p \)th order accurate numerical solution. We generalized our technique to non-uniform grids using curvilinear coordinates. We also successfully tested the source discretization on two three-dimensional wave propagation problems, where the singular source was approximated by a Cartesian product of one-dimensional source discretizations.

For bounded domains we considered the advection equation discretized by a finite difference scheme that satisfies the principle of summation by parts. Here the moment conditions were enforced in a weighted scalar product and the smoothness conditions were generalized using numerically computed singular vectors of powers of the boundary modified difference operator. While this technique has proven to work well in numerical experiments, a more theoretical understanding would be desirable.
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Appendix A. Centered difference operators

The centered 2nd, 4th, and 6th order finite difference operators for approximating \( \partial/\partial x \) are given by

\[
D^{(2)}_{ij} = \frac{1}{2h} (v_{j+1} - v_{j-1}),
\]

\[
D^{(4)}_{ij} = \frac{1}{12h} (-v_{j+2} + 8v_{j+1} - 8v_{j-1} + v_{j-2}),
\]

\[
D^{(6)}_{ij} = \frac{1}{60h} (v_{j+3} - 9v_{j+2} + 45v_{j+1} - 45v_{j-1} + 9v_{j-2} - v_{j-3}).
\]
Their Fourier symbols satisfy

\[ \hat{D}^{(2)}(\omega, h) = \frac{i}{h} \sin(\omega h), \]

\[ \hat{D}^{(4)}(\omega, h) = \frac{i}{h} \sin(\omega h) \left( 1 + \frac{2}{3} \sin^2(\omega h/2) \right), \]

\[ \hat{D}^{(6)}(\omega, h) = \frac{i}{h} \sin(\omega h) \left( 1 + \frac{2}{3} \sin^2(\omega h/2) + \frac{8}{15} \sin^4(\omega h/2) \right), \]

see [10] for details.

**Appendix B. Proof of Lemma 2**

Because \( d_j = \mathcal{O}(1/h) \), we have \( \hat{d}_j := hd_j = \mathcal{O}(1) \). We use the definition of the Fourier coefficients (24) to define the continuous function \( \hat{d}(\omega h) \),

\[ \hat{d}(\omega) := \frac{1}{2\pi} \sum_{j=0}^{N-1} \hat{d}_j e^{-i\omega h_j}, \]

from which \( \hat{d}_\omega = \hat{d}(\omega h) \). The moment conditions (11) can be written

\[ (d, 1)_h = 1, \quad (d, (x - x_\ast)^q)_h = 0, \quad q = 1, \ldots, p - 1. \]

(B.1)

(B.2)

Let \( x_\ast = (k + \alpha)h \), where \( k \) is an integer and \( 0 \leq \alpha < 1 \), and expand the scalar products,

\[ \sum_{j=0}^{N-1} \hat{d}_j = 1, \]

(B.3)

\[ \sum_{j=0}^{N-1} \hat{d}_j (j - (k + \alpha))^q = 0, \quad q = 1, \ldots, p - 1. \]

(B.4)

We define the function \( f(\omega h) \) by

\[ f(\omega h) := e^{i\omega x_\ast} \hat{d}(\omega h) = e^{i\omega h(k+\alpha)} \hat{d}(\omega h) = \frac{1}{2\pi} \sum_{j=0}^{N-1} \hat{d}_j e^{i\omega h(-j+k+\alpha)}. \]

Let \( f^{(q)} \) denote the \( q \)th derivative of \( f \). Because of (B.3) and (B.4), it is straightforward to see

\[ f(0) = \frac{1}{2\pi} \sum_{j=0}^{N-1} \hat{d}_j = \frac{1}{2\pi}, \]

(B.5)

\[ f^{(q)}(0) = \frac{i^q}{2\pi} \sum_{j=0}^{N-1} \hat{d}_j (-j + k + \alpha)^q = 0, \quad q = 1, \ldots, p - 1. \]

(B.6)
Taylor expansion gives
\[ f(\omega h) = f(0) + \omega h f'(0) + \ldots + \frac{(\omega h)^{p-1}}{(p-1)!} f^{(p-1)}(0) + \frac{(\omega h)^p}{p!} f^{(p)}(\xi_1), \]
for some 0 < \xi_1 < \omega h. Since the first p−1 derivatives of f are zero at \omega h = 0, \( \hat{d} = e^{-i\omega x} f \)
satisfies
\[ \hat{d}(\omega h) = \frac{1}{2\pi} e^{-i\omega x} + O((\omega h)^p), \]
for \omega h in a neighborhood of zero. This proves that (25) holds for some 0 ≤ |\omega h| ≤ \xi_c, where \xi_c > 0.

The smoothness conditions (14) can be written
\[ \sum_{j=0}^{N-1} \tilde{d}_j (-1)^j j^q = 0, \quad q = 0, \ldots, p - 1, \]
where 0^0 should be interpreted as 1. It follows that
\[ \tilde{d}(\pi) = \frac{1}{2\pi} \sum_{j=0}^{N-1} \tilde{d}_j e^{-i\pi j} = \frac{1}{2\pi} \sum_{j=0}^{N-1} \tilde{d}_j (-1)^j = 0, \]
and
\[ \tilde{d}^{(q)}(\pi) = \frac{(-i)^q}{2\pi} \sum_{j=0}^{N-1} \tilde{d}_j j^q (-1)^j = 0, \quad q = 1, \ldots, p - 1. \]

Taylor expansion around \omega h = \pi gives
\[ \hat{d}(\omega h) = \hat{d}(\pi) + (\omega h - \pi)\hat{d}'(\pi) + \ldots + \frac{(\omega h - \pi)^{p-1}}{(p-1)!} \hat{d}^{(p-1)}(\pi) + \frac{(\omega h - \pi)^p}{p!} \hat{d}^{(p)}(\xi_2), \]
where the remainder term is evaluated for some \xi_2 \in (\omega h, \pi). Since \( \hat{d} \) and its first p−1 derivatives are zero at \omega h = \pi, we conclude that
\[ |\hat{d}(\omega h)| = O(|\pi - \omega h|^p), \]
for \omega h in the vicinity of \pi. The same procedure applies for \omega h near −\pi. For |\omega h| ≤ \xi_d < \pi, we use that \( \tilde{d}_j \) is only non-zero at some grid points \( j = k_1, k_1 + 1, \ldots, k_2 \), where \( k_2 - k_1 + 1 = M + S \). Therefore,
\[ |\tilde{d}(\omega h)| \leq \frac{1}{2\pi} \sum_{j=k_1}^{k_2} |e^{-\omega h j}| |\tilde{d}_j| \leq \frac{M + S}{2\pi} \max_j |\tilde{d}_j|. \]
Because the linear system (11)-(14) is non-singular, \( \max_j |\tilde{d}_j| \leq C \). Hence, there is a constant \( c_4 \) such that (26) is satisfied for all |\omega h| ≤ \pi.
Appendix C. Proof of Lemma 3

Inserting the Fourier coefficients of the solutions of the analytical (17) and semi-discrete (19) problems into (28) gives

$$\hat{\omega}(t) = \int_0^t g(\tau) \left( \frac{1}{2\pi} e^{i\omega(\tau-t)\tau} - e^{i\omega(\tau-t)P(\omega)\tau} \right) d\tau.$$  \hspace{1cm} (C.1)

We treat the four cases \(\omega = 0, h \leq |\omega| < \xi_c, \xi_c \leq |\omega| < \pi - \eta h m^{-1}, \text{ and } \pi - \eta h m^{-1} \leq |\omega| < \pi\) separately.

The zeroth mode: \(\omega = 0\). When \(\omega = 0\), Lemmas 1-2 give \(P = 1\) and \(\hat{d}_0 = 1/2\pi\), respectively. Therefore, \(\hat{\omega}(t) = 0\), which proves the first case of Lemma 3.

Low modes: \(h \leq |\omega| < \xi_c\). By adding and subtracting \(g(\tau)e^{i\omega(\tau-t)\tau}\) to the integrand, we can write (C.1) as a sum of two integrals,

$$\hat{\omega}(t) = \int_0^t g(\tau)e^{i\omega(\tau-t)\tau} \left( \frac{1}{2\pi} e^{-i\omega x_\tau} - \hat{\omega} \right) d\tau$$

$$+ \int_0^t g(\tau) \left( e^{i\omega(\tau-t)\tau} - e^{i\omega(\tau-t)P(\omega)\tau} \right) \hat{d}_\omega d\tau =: T_1 + T_2.$$ \hspace{1cm} (C.2)

The idea is that \(T_1\) is small because \(\frac{1}{2\pi} e^{-i\omega x_\tau} - \hat{\omega}\) is small, and \(T_2\) is small because \(P\) is close to 1, for small \(|\omega|\).

After repeated integration by parts,

$$T_1 = e^{-i\omega t} \int_0^t g(\tau)e^{i\omega\tau} \left( \frac{1}{2\pi} e^{-i\omega x_\tau} - \hat{\omega} \right) d\tau =$$

$$- e^{-i\omega t} \int_0^t \frac{g'(\tau)e^{i\omega\tau}}{i\omega} \left( \frac{1}{2\pi} e^{-i\omega x_\tau} - \hat{\omega} \right) d\tau =$$

$$\ldots = (-1)^{p+1} e^{-i\omega t} \frac{1}{(i\omega)^{p+1}} \int_0^t g^{(p+1)}(\tau)e^{i\omega\tau} \left( \frac{1}{2\pi} e^{-i\omega x_\tau} - \hat{\omega} \right) d\tau.$$ \hspace{1cm} (C.3)

There are no boundary contributions because \(g\) and its first \(p + 1\) derivatives are zero at \(t = 0\) and at \(t > t_1\). Hence,

$$|T_1| \leq \frac{1}{|\omega|^{p+1}} \int_0^t |g^{(p+1)}(\tau)| \left| \frac{1}{2\pi} e^{-i\omega x_\tau} - \hat{\omega} \right| d\tau$$

$$\leq \frac{c_3 |\omega|^p}{|\omega|^{p+1}} \int_0^t |g^{(p+1)}(\tau)| d\tau$$

$$= \frac{c_3 h^p}{|\omega|} \int_0^t |g^{(p+1)}(\tau)| d\tau \leq \frac{Ch^p}{|\omega|},$$ \hspace{1cm} (C.4)
and the desired estimate is proved for $T_1$. We estimate $T_2$ by integrating the second term of (C.2) by parts $p + 2$ times and condense the notation by setting $P = P(\omega h)$,

$$T_2 = (-1)^{p+2} \int_0^t g^{(p+2)}(\tau) \left( \frac{1}{(i\omega)^{p+2}} e^{i\omega(\tau-t)} - \frac{1}{(i\omega P)^{p+2}} e^{i\omega(\tau-t)P} \right) \tilde{a}_\omega \, d\tau$$

$$= \frac{1}{(-i\omega)^{p+2}} \int_0^t g^{(p+2)}(\tau) e^{i\omega(\tau-t)} \left( 1 - \frac{1}{P^{p+2}} e^{i\omega(\tau-t)(P-1)} \right) \tilde{a}_\omega \, d\tau. \tag{C.5}$$

Taking the absolute value gives

$$|T_2| \leq \frac{1}{|\omega|^{p+2}} \int_0^t |g^{(p+2)}(\tau)| \left| 1 - \frac{1}{P^{p+2}} e^{i\omega(\tau-t)(P-1)} \right| |\tilde{a}_\omega| \, d\tau$$

$$= \frac{1}{|\omega|^{p+2}} \int_0^t |g^{(p+2)}(\tau)| \frac{|P^{p+2} - 1| + 1 - e^{i\omega(\tau-t)(P-1)}}{|P^{p+2}|} |\tilde{a}_\omega| \, d\tau. \tag{C.6}$$

By using (22) the upper bound $|P| \leq P_{\text{max}}$, we can estimate

$$|P^{p+2} - 1| = |P - 1||P^{p+1} + P + \ldots + P + 1| \leq c_1 |\omega h|^p C.$$

To analyze the second term, we note that

$$|1 - e^{i\alpha}| \leq |\alpha|,$$

for any real $\alpha$. This and (22) give

$$|1 - e^{i\omega(\tau-t)(P-1)}| \leq |\omega(\tau-t)(P-1)| \leq |\omega t(P-1)| \leq c_1 |\omega h|^p |\omega t|.$$

Introducing these inequalities into (C.6) gives

$$|T_2| \leq \frac{c_1 |\omega h|^p}{c_5^{p+2}|\omega|^{p+2}} (C + |\omega t|) |\tilde{a}_\omega| \int_0^t |g^{(p+2)}(\tau)| \, d\tau$$

$$\leq C h^p \left( \frac{1}{|\omega|^2} + \frac{t}{|\omega|} \right) \int_0^t |g^{(p+2)}(\tau)| \, d\tau, \tag{C.7}$$

where $c_5$ is a constant such that $|P(\omega h)| \geq c_5$ on $h \leq |\omega h| \leq \xi_c$. Note that (23) implies that such a bound can be found. Also, (26) implies that $|\tilde{a}_\omega| \leq C$. This proves that $|T_2| \leq C h^p / |\omega|$ for all fixed times $t > t_1$, since $1 / |\omega| \leq 1$ for $|\omega| \geq 1$.

**High modes:** $\xi_c \leq |\omega h| < \pi - \eta h^{m-1}/m$. For the high modes, we treat the terms of (C.1) separately. Define

$$T_3 = \frac{1}{2\pi} \int_0^t g(\tau)e^{i\omega(\tau-t-x_\omega)} \, d\tau, \tag{C.8}$$

and

$$T_4 = -\int_0^t g(\tau)e^{i\omega(\tau-t)P(\omega h)} \tilde{a}_\omega \, d\tau. \tag{C.9}$$
so that \( \hat{T}_\omega = T_3 + T_4 \). By repeated integration by parts of (C.8),
\[
T_3 = \frac{e^{-i\omega(t-x)}}{2\pi(-i\omega)^{p+1}} \int_0^t g^{(p+1)}(\tau)e^{i\omega \tau} \, d\tau.
\]
It follows that
\[
|T_3| \leq \frac{1}{2\pi|\omega|^{p+1}} \int_0^t |g^{(p+1)}(\tau)| \, d\tau.
\]
Because \(|\omega| \geq \xi_c\), we have \(1/|\omega| \leq h/\xi_c\), leading to the estimate
\[
|T_3| \leq \frac{h^p}{2\pi \xi_c |\omega|} \int_0^t |g^{(p+1)}(\tau)| \, d\tau \leq \frac{Ch^p}{|\omega|}. \tag{C.10}
\]
The estimate for \(T_4\) is obtained by \(p+m\) partial integrations of (C.9),
\[
T_4 = \frac{1}{(-i\omega P)^{p+m}} \int_0^t g^{(p+m)}(\tau)e^{i\omega(\tau-t)} \hat{d}_\omega \, d\tau,
\]
which gives, using (23) and (26),
\[
|T_4| \leq \frac{c_4(\pi - |\omega h|)^p}{|\omega|^{p+m}e_2^{p+m}(\pi - |\omega h|)^{p+m}} \int_0^t |g^{(p+m)}(\tau)| \, d\tau
\leq \frac{c_4}{|\omega|^{p+m}e_2^{p+m}(\pi - |\omega h|)^m} \int_0^t |g^{(p+m)}(\tau)| \, d\tau. \tag{C.11}
\]
Because \(|\omega h| < \pi - \eta h^{\frac{m-1}{m}}\),
\[
\frac{1}{\pi - |\omega h|} < \frac{1}{\eta h^{\frac{m-1}{m}}},
\]
and we obtain
\[
|T_4| \leq \frac{c_4}{e_2^{p+m}\eta^m|\omega|^{p}|\omega h|^{m-1}} \int_0^t |g^{(p+m)}(\tau)| \, d\tau \leq \frac{Ch^p}{|\omega|^{p}} \leq \frac{Ch^p}{|\omega|},
\]
where we used that \(1/|\omega h| \leq 1/\xi_c\).

**Remark 2.** If the source discretization had satisfied \(p+1\) instead of \(p\) smoothness conditions, we could have obtained the estimate for \(T_3\) using \(p+1\) partial integrations. This estimate would be valid for \(\xi_c \leq |\omega| \leq \pi\), and eliminated the need to treat the very highest modes separately.

The highest modes: \(\pi - \eta h^{\frac{m-1}{m}} \leq |\omega h| < \pi\). The term \(T_3\), defined by (C.8), can be estimated as above and the inequality (C.10) remains valid. Hence,
\[
|T_3| \leq Ch^p/|\omega| \leq Ch^{p+1}.
\]

After \(p\) partial integrations of (C.9),
\[
T_3 = \frac{1}{(-i\omega P)^p} \int_0^t g^{(p)}(\tau)e^{i\omega P(\tau-t)} \hat{d}_\omega \, d\tau.
\]
It follows from (23) and (26) that
\[ |T_4| \leq \frac{c_4 (\tau - |\omega h|)^p}{|\omega|^p |P|^p} \int_0^\tau |g^{(p)}(\tau)| \, d\tau \leq \frac{c_4 h^p}{c_3 |\omega h|^p} \int_0^\tau |g^{(p)}(\tau)| \, d\tau \leq Ch^p, \]
since \(1/|\omega h| \leq 1/\xi_c\). We conclude that \(T_3 + T_4 \leq Ch^p\). This completes the proof of Lemma 3.


