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Abstract

We develop a high-order finite difference scheme for axisymmetric wave propagation in a cylindrical conduit filled with a viscous fluid. The scheme is provably stable, and overcomes the difficulty of the polar coordinate singularity in the radial component of the diffusion operator. The finite difference approximation satisfies the principle of summation-by-parts (SBP), which is used to establish stability using the energy method. To treat the coordinate singularity without losing the SBP property of the scheme, a staggered grid is introduced and quadrature rules with weights set to zero at the endpoints are considered. The accuracy of the scheme is studied both for a model problem with periodic boundary conditions at the ends of the conduit and its practical utility is demonstrated by modeling acoustic-gravity waves in a magmatic conduit.
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1. Introduction

Wave propagation in fluid-filled tubes or conduits arises in many systems, ranging from pulsatile flow in blood vessels [1, 2] to acoustic-gravity waves in magmatic conduits beneath volcanoes [3]. Fluid viscosity, a key source of dissipation, introduces diffusion terms to the governing equations. When expressed in cylindrical coordinates, the radial component of the diffusion operator (i.e., the Laplacian) takes the form

\[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial v}{\partial r} \right) \]

(1.1)

for velocity field \( v \) along the axis of the conduit. Finite difference discretization of this operator must contend with the coordinate singularity at \( r = 0 \), the center of the conduit.

There have been several approaches to the treatment of the \( 1/r \) coordinate singularity using finite difference methods. These methods are not necessarily limited to axisymmetric problems. As summarized in [4, 5], the main approaches to treating this pole have been to use analytic techniques or choose a specific discretization to treat the singularity, or to transform the domain or governing equations to avoid imposing a boundary condition at the pole. The former approach is used in [6, 7, 8], which impose l'Hôpital's rule near the pole to write any \( 1/r \) terms in a form that is nonsingular near \( r = 0 \). Mohseni and Colonius [9] avoid the need for a special boundary closure (and the corresponding potential for reduced boundary accuracy) by remapping the computational domain such that no grid point is placed on the singularity. In [10], the incompressible Navier-Stokes equations in cylindrical coordinates are solved on a staggered grid. Terms like (1.1) are never evaluated at \( r = 0 \); similar terms with coordinate singularities involving the radial flux are handled by using \( r \) times the radial flux as a dependent variable instead of the radial flux.

Summation-by-parts (SBP) finite difference methods, first introduced in [11] and summarized in [12, 13], are well-suited to modeling wave propagation in fluid-filled conduits since they allow for the construction of higher-order spatial
discretizations for which the system energy rate can be computed and used to establish time-stability. While we focus on a system with periodic boundary conditions on the top and bottom of the conduit, more general boundary conditions can be weakly enforced using the simultaneous-approximation-term (SAT) technique [14, 13, 15]. The implementation of SBP methods for wave propagation in cylindrical coordinates requires finding a way to treat the $1/r$ singularity while preserving the SBP properties of the operators. In [16], a second order accurate discretization is constructed by using the axisymmetry of the system to impose a regularity condition at $r = 0$. This approach uses standard second order centered difference operators (modified to satisfy the regularity condition), but is not directly generalizable to higher orders of accuracy. A related method is used in [17] to construct SBP operators that are second- and fourth-order accurate on interior points by manipulating the stencil of standard difference operators near the boundary using regularity conditions and l'Hôpital’s rule to eliminate singular terms.

Here we present a novel discretization scheme utilizing SBP finite difference operators on a staggered grid. This approach permits construction of high-order-accurate operators with proper boundary treatment, thereby allowing stability proofs via energy estimates. We present these operators first in the 1-D (radial) context, then generalize to the 2-D problem of axisymmetric, long-wavelength waves propagating in a cylindrical conduit filled with a viscous fluid. This problem features narrow boundary layers near the conduit walls when the viscosity is sufficiently small. After establishing stability and accuracy of the method, we present results regarding optimal selection of grid spacings in the radial and axial directions based on consideration of the relative size of the wavelength and boundary layer thickness. We close by demonstrating the utility of these new operators for the more complex problem of acoustic-gravity waves in magmatic conduits. While the operators presented here are specifically designed for the coordinate singularity problem for the radial component of the Laplacian operator in cylindrical coordinates, it is likely that the approach could be extended to related problems in spherical coordinates, non-axisymmetric
problems, or other coordinate systems having coordinate singularities.

2. Continuous formulation of the model problem

2.1. Governing equations

We consider wave propagation and diffusion in a cylindrical conduit. The fluid pressure \( p = p(t, z) \) and the axial component of the velocity field \( v = v(t, z, r) \) are treated as being axisymmetric (no azimuthal dependence), where \( r \) and \( z \) are the dimensionless radial and axial coordinates, respectively. We define a two-dimensional rectangular domain \( \Omega \) as \( 0 \leq r \leq 1 \) and \( 0 \leq z \leq 2\pi \), where \( r = 0 \) is at the center of the conduit and \( r = 1 \) is at the wall, while \( z = 0 \) is the conduit bottom and \( z = 2\pi \) is the top. By restricting attention to wavelengths much greater than the conduit radius, the radial momentum balance establishes, to a good approximation, the uniformity of pressure in the radial direction [1]. In this limit, a dimensionless and linearized statement of conservation of mass, together with linearized relations between density perturbations and pressure (and possibly also perturbations in cross-sectional area and local pressure), becomes

\[
\frac{\partial p}{\partial t} + \frac{\partial u}{\partial z} = 0, \tag{2.1}
\]

where

\[
u(t, z) = 2 \int_0^1 v(t, z, r) r \, dr \tag{2.2}\]

is the cross-sectionally averaged fluid velocity. The factor of 2 is included such that if \( v \) is constant the cross-sectionally averaged velocity \( u \) will equal \( v \) exactly.

The linearized, dimensionless statement of conservation of momentum includes both a pressure gradient term and a viscous term from shearing on axisymmetric surfaces of constant \( r \):

\[
\frac{\partial v}{\partial t} + \frac{\partial p}{\partial z} = \epsilon \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial v}{\partial r} \right). \tag{2.3}
\]

Additional viscous terms in the linearized Navier-Stokes equation are negligible in comparison in the long wavelength limit of interest. The dimensionless
parameter $\epsilon$ is defined in terms of the fluid viscosity $\mu$, density $\rho$, and conduit radius $R$ as

$$\epsilon = \frac{\mu}{\rho R^2 \omega},$$

(2.4)

where $\omega = ck$ is the characteristic angular frequency, defined in terms of the acoustic wave speed $c$ and the axial wavenumber $k$. For small values of $\epsilon$, narrow boundary layers develop near the conduit walls, where a no-slip boundary condition is imposed:

$$v(t, z, r = 1) = 0.$$  

(2.5)

To make the presentation more concise, we consider periodic boundary conditions in the axial direction:

$$v(t, z = 2\pi, r) = v(t, z = 0, r), \quad p(t, z = 2\pi) = p(t, z = 0).$$  

(2.6)

2.2. Energy balance

In this section, we derive an energy estimate for the problem. In cylindrical coordinates, we define the continuous $L_2$-norm for a real-valued function $\psi(t, z, r)$ as $||\psi||^2 = \int_0^{2\pi} \int_0^1 \psi^2 \, r \, dr \, dz$, and define the energy

$$E(t) = \frac{1}{2} ||v||^2 + \frac{1}{2} ||p||^2 = \frac{1}{2} \int_0^{2\pi} \int_0^1 (v^2 + p^2) \, r \, dr \, dz.$$  

(2.7)

The first term is the kinetic energy of the fluid, while the second term is the potential energy stored through compression/expansion of the fluid and/or elastic deformation of the conduit walls.

Prior to the imposition of boundary conditions, the rate of change of energy is

$$\frac{dE}{dt} = -\frac{1}{2} [\mu p]_{z=0}^{2\pi} + \epsilon \int_0^{2\pi} \left[ vr \frac{\partial v}{\partial r} \right]_{r=0}^1 \, dz - \epsilon \int_0^{2\pi} \int_0^1 \left( \frac{\partial v}{\partial r} \right)^2 \, r \, dr \, dz.$$  

(2.8)

The first term in this expression, which corresponds to the work done by external forces at the top and bottom of the conduit ($z = 2\pi$ and $z = 0$), equals zero when the periodic boundary condition (2.6) is imposed. The second term represents
the change in energy due to external forces at the walls of the conduit \((r = 1)\). When the no-slip boundary condition \((2.5)\) is imposed, this term is zero at \(r = 1\). With no sources or sinks of mass or singular forces along the axis, \(v\) and \(\partial v / \partial r\) are bounded at \(r = 0\), so the term is zero at \(r = 0\) as well. The energy rate thus reduces to

\[
\frac{dE}{dt} = -\epsilon \left\| \frac{\partial v}{\partial r} \right\|^2. \tag{2.9}
\]

The right hand side of this equation represents the rate of energy loss due to viscous dissipation in the fluid. Because \(\epsilon \geq 0\), \(dE/dt \leq 0\).

### 3. Finite difference approximation of the radial diffusion operator

The construction of a provably stable numerical scheme requires special treatment of the coordinate singularity at \(r = 0\). To overcome this challenge, we introduce a shifted grid with interior points offset by \(\Delta r/2\) relative to an equidistant grid with grid spacing \(\Delta r\). As shown in section \(2.2\), no boundary condition should be specified at \(r = 0\). We proceed by constructing summation-by-parts operators that also possess this property.

**3.1. Definitions**

We define two grids in the radial direction: \(\mathbf{r}_+\), which is an equidistant grid with grid spacing \(\Delta r = 1/N\), and \(\mathbf{r}_-\), which is staggered relative to \(\mathbf{r}_+\) (see Figure 1). We have

\[
\mathbf{r}_+ = [r_0 \ r_1 \ldots \ r_N]^T \in \mathbb{R}^{N+1}, \quad \mathbf{r}_- = [r_0 \ r_{1/2} \ r_{3/2} \ldots \ r_{N-1/2} \ r_N]^T \in \mathbb{R}^{N+2},
\]

where

\[
r_j = j\Delta r, \text{ for } j \in [0, N], \quad r_{j+1/2} = (j + \frac{1}{2})\Delta r, \text{ for } j \in [0, N - 1].
\]

Note that the endpoints of both grids coincide and that the grid point \(r_0\) is placed at \(r = 0\).
Figure 1: The $r_-$ and $r_+$ grids used in the discretization. The difference operator $D_+$ acts on a grid function on the $r_-$ grid and approximates the first derivative on the $r_+$ grid. The difference operator $D_-$ is defined in a similar manner.

We introduce grid functions $\phi_+$ and $\phi_-$ that represent a continuous function $\phi(r)$ on the grids $r_+$ and $r_-$, respectively. Thus,

$$
\phi_+ = [\phi_0 \ \phi_1 \ \ldots \ \phi_N]^T, \ \phi_- = [\phi_0 \ \phi_{1/2} \ \ldots \ \phi_{N-1/2} \ \phi_N]^T.
$$

We define the difference operator $D_+$ to act on a grid function $\phi_-$ and approximate the first derivative on the $r_+$ grid. Similarly, we define the difference operator $D_-$ to act on a grid function $\phi_+$ and approximate the derivative on the $r_-$ grid. Figure 1 illustrates an example with second order accurate difference operators,

$$
\frac{\partial \phi}{\partial r} \Big|_{r_j} \approx (D^{(2)}_+ \phi_-)_j = \frac{\phi_{j+1/2} - \phi_{j-1/2}}{\Delta r},
$$

$$
\frac{\partial \phi}{\partial r} \Big|_{r_{j-1/2}} \approx (D^{(2)}_- \phi_+)_j = \frac{\phi_j - \phi_{j-1}}{\Delta r}.
$$

Difference operators that satisfy the principle of summation-by-parts are defined by combining central difference approximations in the interior of the domain and one-sided difference approximations near the boundary.

**Definition 1.** The pair of difference operators $D_+ \in \mathbb{R}^{(N+1) \times (N+2)}$ and $D_- \in \mathbb{R}^{(N+2) \times (N+1)}$ are first derivative staggered grid summation-by-parts operators if

1. The difference operators $D_+$ and $D_-$ are $p$th order accurate in the interior and at least $p$th order accurate near the boundary.
2. There exists (semi-)definite diagonal matrices $P_+$ and $P_-$ that define the discrete scalar products,

$$
\psi_+^T P_+ \phi_+ := (\psi_+, \phi_+)_+ = \Delta r \sum_{j=0}^{N} w_j \psi_j \phi_j,
$$

(3.2)

$$
\psi_-^T P_- \phi_- := (\psi_-, \phi_-)_- = \Delta r \sum_{j=0}^{N-1} \tilde{w}_{j+1/2} \psi_{j+1/2} \phi_{j+1/2},
$$

(3.3)

with weights $w_j > 0$, $\tilde{w}_{j+1/2} > 0$, and corresponding (semi-)norms $\| \phi_+ \|_+^2 = (\phi_+, \phi_+)_+$ and $\| \phi_- \|_-^2 = (\phi_-, \phi_-)_-$.  

3. The first and last diagonal elements of $P_-$ are zero.

4. The difference operators satisfy the summation-by-parts property

$$
(\psi_+, D_+ \phi_+)_+ + (D_- \psi_+, \phi_-)_- = \psi_N \phi_N - \psi_0 \phi_0,
$$

(3.4)

for all real-valued grid functions $\psi_+$ and $\phi_-$. This property can be expressed in matrix form as

$$
P_+ D_+ + D_-^T P_- = \begin{bmatrix}
-1 & 0 & 0 & \cdots & 0 \\
0 & 0 & \ddots & \ddots & \vdots \\
& \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & \cdots & 0 \\
0 & 1 & \cdots & \cdots & \cdots
\end{bmatrix} =: B.
$$

(3.5)

Remark 1. By construction, the scalar products (3.2) and (3.3) represent quadrature rules and their order of accuracy is addressed in Appendix A.

Remark 2. The requirement that the first and last diagonal elements of $P_-$ are zero is essential for the treatment of the polar coordinate singularity. This implies that the first and last rows of $D_-$ are only determined by the accuracy constraint (1) of Definition 1 and can be chosen independently of all other rows in $D_-$.  

As an example, we show a pair of finite difference operators that satisfy the
conditions of Definition 1 for \( p = 1 \):

\[
D_+ = \frac{1}{\Delta r} \begin{bmatrix}
-2 & 2 & & & \\
1 & 1 & & & \\
& -1 & 1 & & \\
& & -1 & 1 & \\
& & & -2 & 2
\end{bmatrix},
\]

(3.6)

\[
D_- = \frac{1}{\Delta r} \begin{bmatrix}
-1 & 1 & & & \\
-1 & 1 & & & \\
& -1 & 1 & & \\
& & -1 & 1 & \\
& & & -1 & 1
\end{bmatrix}.
\]

(3.7)

The corresponding weights in the scalar products are \( P_+ = \Delta r \) diag\((1/2, 1, \ldots, 1/2)\) and \( P_- = \Delta r \) diag\((0, 1, \ldots, 1, 0)\).

3.2. Construction of higher order staggered grid SBP operators

Standard SBP approximations of first derivatives are commonly defined by \( D = P^{-1} Q \), where \( Q + Q^T = \text{diag}(-1, 0, \ldots, 0, 1) \). Unfortunately, this approach does not generalize to the staggered case because the matrix \( P_- \) is singular, necessitating a different approach.

Let \( m(p) \geq 2p \) be an integer, which equals the number of modified difference stencils near each boundary. The starting point of our construction is to choose a compact interior difference stencil of order \( 2p \). In the regular grid, the interior stencil will be used at the points \( r_j \), for \( j \in [m, N-m] \). In the staggered grid, the interior stencil will be used at \( r_{j-1/2} \), for \( j \in [m, N-m+1] \). At all interior points, the weights in the scalar products are taken to be to \( w_j = 1 \) and \( \tilde{w}_{j-1/2} = 1 \).

Let \( k \geq 0 \) be an integer and let the grid functions \( r^k_+ \) and \( r^k_- \), be discretizations of the monomial function \( f(r) = r^k \), i.e., \( r^k_+ = [r^k_0, r^k_1, \ldots, r^k_N]^T \) and \( r^k_- = [r^k_0, r^k_{1/2}, \ldots, r^k_{N-1/2}, r^k_N]^T \). We define a pair of staggered grid SBP
operators to have pth order boundary accuracy if they satisfy

\[
Q^+_kr^+_k = kr^+_k - 1, \quad \text{(3.8)}
\]
\[
Q^-r^+_k = kr^+_k - 1. \quad \text{(3.9)}
\]

for \( k = 0, 1, \ldots, p \). Here, \( Q^+ = P_+D_+ \) and \( Q^- = P_-D_- \). Note that the first condition is equivalent to \( D_+r^+_k = kr^+_k - 1 \), but the second condition cannot be written on this form because \( P_- \) is singular.

Since the interior stencil is 2\( p \)th order accurate and the weights in the scalar products equal one in the interior, we only need to enforce (3.8) and (3.9) for the first and last \( m \) rows. Furthermore, symmetry considerations imply that the last \( m \) rows of \( Q^+ \) and \( Q^- \) can be constructed from the first \( m \) rows of the same matrix. We therefore only need to consider the first \( m \) rows of (3.8) and (3.9).

Because the first and last diagonal elements of \( P_- \) are zero, the first and last columns of \( Q^T = D^TP_- \) are zero. The SBP property (3.5) implies that the only non-zero element in the first column of \( Q^+ = P_+D_+ \) is \((Q^+)_{00} = -1\). By the same argument, the only non-zero element in its last column is \((Q^+)_{N,N+1} = 1\).

For example, the interior difference stencil for 4th order interior accuracy \((p = 2)\) correspond to

\[
Q^+\phi^+_j |_j = \frac{1}{24} \phi_{j-\gamma_2} - \frac{9}{8} \phi_{j-\gamma_2} + \frac{9}{8} \phi_{j+\gamma_2} - \frac{1}{24} \phi_{j+\gamma_2}.\]
The above considerations imply that $Q_+$ must have the following structure:

$$Q_+ = \begin{bmatrix}
-1 & q_{01} & q_{02} & q_{03} & q_{04} & 0 & 0 & 0 & 0 \\
0 & q_{11} & q_{12} & q_{13} & q_{14} & 0 & 0 & 0 & 0 \\
0 & q_{21} & q_{22} & q_{23} & q_{24} & 0 & 0 & 0 & 0 \\
0 & q_{31} & q_{32} & q_{33} & q_{34} & 1/24 & 0 & 0 & 0 \\
0 & 0 & 0 & 1/24 & -9/8 & 9/8 & -1/24 & 0 & 0 \\
0 & 0 & 0 & 0 & -1/24 & -q_{34} & -q_{33} & -q_{32} & -q_{31} \\
0 & 0 & 0 & 0 & 0 & -q_{24} & -q_{23} & -q_{22} & -q_{21} \\
0 & 0 & 0 & 0 & 0 & -q_{14} & -q_{13} & -q_{12} & -q_{11} \\
0 & 0 & 0 & 0 & 0 & -q_{04} & -q_{03} & -q_{02} & -q_{01} & 1
\end{bmatrix}$$

(3.10)

To conserve space, the matrix only has one row where the interior stencil is used. In practice, that stencil is used at all interior points, which gives the matrix a banded structure. For symmetry reasons, the $4 \times 4$ block of unknown coefficients $q_{ij}$ at the top of $Q_+$ also occurs at the bottom, but with opposite sign and reversed rows and columns. The structure of the matrices $Q_+$ and $Q_-$ is discussed in detail in section 3.3.

The matrix (3.10) has 16 unknown coefficients $q_{ij}$. There are also 4 unknown weights in $P_+$, and 4 unknown weights of $P_-$. These 24 unknowns are determined by satisfying the first 4 equations of (3.8), the first 4 equations of (3.9), and the SBP constraint (3.5). This leads to an under-determined system where the solution is chosen to minimize the spectral radius of $D_+$ and $D_-$, their truncation errors, or some combination thereof.

We have derived SBP operators with 4th, 6th, and 8th order interior accuracy. MATLAB implementations of these operators are available at: [http://github.com/ooreilly/sbp/](http://github.com/ooreilly/sbp/)

### 3.3. Enforcement of boundary conditions

To demonstrate how to enforce boundary conditions, we consider the diffusion equation in one dimension as a motivating example. Here we focus on
the diffusion operator in a Cartesian coordinate system. The key results from this section will be used to enforce the no-slip boundary condition. We contend with the polar coordinate singularity in the axisymmetric case in the subsequent section.

Consider the diffusion equation
\[
\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2}, \quad 0 \leq x \leq 1, \quad t \geq 0,
\]  
(3.11)
where \( u = u(x, t) \). The energy method is applied by multiplying (3.11) with \( u \) and integrating over the domain, and integrating by parts:
\[
\frac{1}{2} \frac{d}{dt} \|u\|^2 = \left[ \frac{\partial u}{\partial x} \right]_{x=0}^{1} - \int_{x=0}^{1} \left( \frac{\partial u}{\partial x} \right)^2 \, dx,
\]  
(3.12)
where \( \|u\|^2 = \int_{0}^{1} u^2 \, dx \). We obtain an energy estimate for this problem by enforcing appropriate boundary conditions at each endpoint. We restrict attention to homogeneous Dirichlet conditions:
\[
u(0, t) = 0 \quad \text{and} \quad u(1, t) = 0,
\]  
(3.13)
or homogeneous Neumann conditions:
\[
\frac{\partial u}{\partial x}(0, t) = 0, \quad \text{and} \quad \frac{\partial u}{\partial x}(1, t) = 0.
\]  
(3.14)
Either choice of these conditions results in the energy rate
\[
\frac{1}{2} \frac{d}{dt} \|u\|^2 = - \int_{x=0}^{1} \left( \frac{\partial u}{\partial x} \right)^2 \, dx \leq 0.
\]  
(3.15)

Next, we construct a semi-discrete approximation of (3.11) using the staggered SBP operators and enforce the boundary conditions by injection. To separate out the boundary points from the interior points we introduce the matrix \( S \),
\[
S = \begin{bmatrix}
0 & 1 & 0 \\
0 & 1 & 0 \\
\vdots & \ddots & \ddots \\
0 & 1 & 0 
\end{bmatrix} \in \mathbb{R}^{N \times (N+2)}.
\]  
(3.16)
Let \( \mathbf{v}_- = [v_0 \ v_{1/2} \ v_{3/2} \ \ldots \ v_{N-1/2} \ v_N]^T \in \mathbb{R}^{(N+2)} \) denote a staggered grid function and let \( \bar{\mathbf{v}} = [v_{1/2} \ v_{3/2} \ \ldots \ v_{N-1/2}]^T \in \mathbb{R}^N \) be the corresponding interior grid function. We have

\[
\bar{\mathbf{v}} = S \mathbf{v}_-,
\]

\[
\mathbf{v}_- = \begin{bmatrix} v_0 \\ \bar{\mathbf{v}} \\ v_N \end{bmatrix}.
\]

More generally, \( SA \) removes the first and last rows from \( A \in \mathbb{R}^{(N+2) \times n} \), and \( BS^T \) removes the first and last columns from \( B \in \mathbb{R}^{m \times (N+2)} \). Thus, the diagonal matrix

\[
\bar{\mathbf{P}}_- = SP_-S^T = \text{diag}(\bar{\tilde{w}}_{1/2}, \bar{\tilde{w}}_{3/2}, \ldots, \bar{\tilde{w}}_{N-1/2}) \in \mathbb{R}^{N \times N},
\]

is positive definite. Because of the accuracy constraint (3.9), the first and last rows of \( \mathbf{Q}_- \) are zero. We can therefore only define the difference approximation at the interior staggered points, i.e., \( \bar{\mathbf{u}} = \bar{\mathbf{D}}_- \bar{\mathbf{v}}_- \), where

\[
\bar{\mathbf{D}}_- = \bar{\mathbf{P}}_-^{-1} \bar{\mathbf{Q}}_- \in \mathbb{R}^{N \times (N+1)}, \quad \bar{\mathbf{Q}}_- = S \mathbf{Q}_- \in \mathbb{R}^{N \times (N+1)}.
\] (3.17)

To separate out boundary and interior points when evaluating \( \mathbf{D}_+ \mathbf{v}_- \), we notice that \( \mathbf{Q}_+ \) has the structure

\[
\mathbf{Q}_+ = \begin{bmatrix} -\mathbf{e}_0 & \bar{\mathbf{Q}}_+ & \mathbf{e}_N \end{bmatrix}, \quad \bar{\mathbf{Q}}_+ = \mathbf{Q}_+ S^T,
\] (3.18)

where \( \mathbf{e}_0 = [1 \ 0 \ 0 \ \ldots \ 0]^T \in \mathbb{R}^{(N+1)} \) and \( \mathbf{e}_N = [0 \ 0 \ \ldots \ 0 \ 1]^T \in \mathbb{R}^{(N+1)} \). Because \( \mathbf{D}_+ = \mathbf{P}_+^{-1} \bar{\mathbf{Q}}_+ \),

\[
\mathbf{D}_+ \mathbf{v}_- = \mathbf{P}_+^{-1} (-v_0 \mathbf{e}_0 + v_N \mathbf{e}_N + \bar{\mathbf{Q}}_+ \bar{\mathbf{v}})
\]

\[
= \mathbf{P}_+^{-1} (-v_0 \mathbf{e}_0 + v_N \mathbf{e}_N) + \mathbf{D}_+ \bar{\mathbf{v}}, \quad \mathbf{D}_+ = \mathbf{P}_+^{-1} \bar{\mathbf{Q}}_+.
\] (3.19)

Using the above definitions, the semi-discrete approximation of (3.11) becomes

\[
\frac{d\bar{\mathbf{v}}}{dt} = \bar{\mathbf{D}}_- \left[ \mathbf{P}_+^{-1} (v_N \mathbf{e}_N - v_0 \mathbf{e}_0) + \mathbf{D}_+ \bar{\mathbf{v}} \right],
\] (3.20)

where \( v_N \) and \( v_0 \) are determined from the boundary conditions.

The semi-discrete approximation is stable because it satisfies an energy rate equation analogous to (3.15), as is made precise by the following lemma.
Lemma 3.1. The semi-discrete approximation (3.20) satisfies the energy rate equation

\[ \frac{1}{2} \frac{d}{dt} \| \bar{v} \|^2 = -\langle D_+ \bar{v}, \nu_N \rangle v_N + \langle D_+ \bar{v}, v_0 \rangle v_0 - \langle D_+ \bar{v}, P_+(D_+ \bar{v}) \rangle. \]  

(3.21)

Proof. Our proof is based on the energy method. Taking the time derivative of \( \| \bar{v} \|^2 \), using (3.20), and the above definition of \( \bar{D}_- \), results in

\[ \frac{1}{2} \frac{d}{dt} \| \bar{v} \|^2 = \bar{v}^T Q_- P_+^{-1} (v_N e_N - v_0 e_0) + \bar{v}^T Q_+ D_+ \bar{v}. \]  

(3.22)

Because of (3.18), it follows from the SBP property (3.5) that

\[ Q_+ + Q_-^T = 0. \]  

(3.23)

Hence, the definition of \( \bar{D}_+ \) gives \( \bar{v}^T Q_- P_+^{-1} = -\langle D_+ \bar{v}, P_+ (D_+ \bar{v}) \rangle \) and we arrive at (3.21).

Corollary 3.2. (Dirichlet boundary conditions) If the initial conditions satisfy \( v_0 = 0 \) and \( v_N = 0 \), the semi-discrete approximation

\[ \frac{d\bar{v}}{dt} = \bar{D}_- \bar{D}_+ \bar{v}, \quad t \geq 0, \]  

(3.24)

satisfies homogeneous Dirichlet boundary conditions for all \( t > 0 \), and is stable.

Proof. The homogeneous Dirichlet condition (3.13) are discretized by

\[ v_0 = 0 \quad \text{and} \quad v_N = 0. \]  

(3.25)

Inserting (3.25) into (3.20), leads to (3.24). Because the scheme does not change the boundary values of \( \bar{v} \), the Dirichlet conditions are satisfied for all \( t > 0 \). By inserting (3.25) into (3.21), it follows that this semi-discrete approximation satisfies the energy rate equation

\[ \frac{1}{2} \frac{d}{dt} \| \bar{v} \|^2 = -\langle D_+ \bar{v}, P_+(D_+ \bar{v}) \rangle \leq 0, \]  

which proves energy stability.
Corollary 3.3. (Neumann boundary conditions) The semi-discrete approximation

\[
\frac{dv}{dt} = \bar{D}_- \left[ -(\bar{D}_+ \bar{v})_N e_N - (\bar{D}_+ \bar{v})_0 e_0 + \bar{D}_+ \bar{v} \right],
\]

is stable and enforces the discrete homogeneous Neumann conditions

\[
(D_+ v_-)_0 = 0 \quad \text{and} \quad (D_+ v_-)_N = 0.
\]

Proof. The discrete boundary conditions are equivalent to \((Q_+ v_-)_0 = 0\) and \((Q_+ v_-)_N = 0\). Because the matrix \(Q_+\) has the decomposition (3.18), these conditions are satisfied by taking

\[
-v_0 + (Q_+ \bar{v})_0 = 0 \quad \text{and} \quad v_N + (Q_+ \bar{v})_N = 0.
\]

Inserting (3.27) into (3.20), leads to (3.26). By inserting (3.27) into (3.21), it follows that this semi-discrete approximation satisfies the energy rate

\[
\frac{1}{2} \frac{d\|\bar{v}\|^2}{dt} = (\bar{D}_+ \bar{v})_N^2 (P_+)_N + (\bar{D}_+ \bar{v})_0^2 (P_+)_{00} - (\bar{D}_+ \bar{v})^T P_+ (\bar{D}_+ \bar{v})
\]

\[
= - \sum_{j=1}^{N-1} (\bar{D}_+ \bar{v})_j^2 (P_+)^{jj} \leq 0.
\]

Thus the discretization is energy stable. \(\square\)

3.4. Construction of the radial diffusion operator

We now return to the model problem in cylindrical coordinates. By focusing only on the radial and time dependence of \(v\), the diffusive part of the momentum balance expression (2.3) can be expressed in the form

\[
\frac{\partial v}{\partial t} = \frac{\epsilon}{r} \frac{\partial}{\partial r} \left( r \frac{\partial v}{\partial r} \right)
\]

for \(v = v(t, r)\) and with the no-slip boundary condition

\[
v(t, r = 1) = 0.
\]

We approximate (3.28) by

\[
\frac{d\bar{v}}{dt} = \epsilon \bar{D}_2 \bar{v}.
\]
The difference operator $D_2$ approximates the radial component of the Laplacian and is constructed along the lines of \(3.20\):

$$D_2 v = \bar{R}^{-1} \bar{D}_- [P_+^{-1} (r_N v_N e_N - r_0 v_0 e_0) + R_+ \bar{D}_+ \bar{v}] \in \mathbb{R}^N,$$

where $R_+ = \text{diag}(r_+) \in \mathbb{R}^{(N+1) \times (N+1)}$ and $\bar{R}_- = \text{diag}(\bar{r}_-) \in \mathbb{R}^{N \times N}$, $\bar{r}_- = S r_-$. This difference approximation avoids the computation of the numerical solution at the coordinate singularity $r = 0$ and also injects the no-slip boundary condition \(3.29\) by taking $v_N = 0$. Since $r_0 = 0$, it is not possible to specify $v_0$. After injecting the no-slip boundary condition, we get

$$D_2 \equiv \bar{R}_-^{-1} \bar{D}_- R_+ \bar{D}_+ \in \mathbb{R}^{N \times N}$$

(3.30)

and

$$\frac{d\bar{v}}{dt} = \epsilon D_2 \bar{v}.$$ 

Hence, the dependent variables consist of the interior points in the staggered grid.

In the second order case ($p = 1$), the radial diffusion operator becomes

$$D_2 = \frac{1}{\Delta r^2} \begin{bmatrix}
\frac{r_1}{r_{1/2}} & \frac{r_1}{r_{1/2}} & \frac{r_1}{r_{1/2}} & \cdots & \frac{r_1}{r_{1/2}} \\
\frac{r_1}{r_{3/2}} & \frac{r_1 + r_2}{r_{3/2}} & \frac{r_2}{r_{3/2}} & \cdots & \frac{r_2}{r_{3/2}} \\
\frac{r_1}{r_{5/2}} & \frac{r_1 + r_2}{r_{5/2}} & \cdots & \cdots & \cdots \\
\frac{r_{N-2}}{r_{N-3/2}} & \frac{r_{N-2} + r_{N-1}}{r_{N-3/2}} & \frac{r_{N-1}}{r_{N-3/2}} & \cdots & \frac{r_{N-1}}{r_{N-3/2}} \\
\frac{r_{N-2}}{r_{N-1/2}} & \frac{r_{N-2} + r_{N-1}}{r_{N-1/2}} & \frac{r_{N-1}}{r_{N-1/2}} & \cdots & \frac{r_{N-1}}{r_{N-1/2}}
\end{bmatrix}.$$ 

4. Semi-discrete approximation of the model problem

We now implement the discrete operator \(3.30\) in the context of the model problem defined in section 2. This 2-D problem requires the construction of a grid in the $z$ direction with corresponding $\partial / \partial z$ operators in addition to the radial grids and associated difference operators defined in section 3. We define circulant first derivative operators that act in the $z$ direction and reflect the periodicity condition at the bottom ($z = 0$) and top ($z = 2\pi$) of the domain.
By discretizing the 2-D problem using SBP operators, we prove energy stability
for the system.

4.1. Grid definitions

To create a discretization of our 2-D model problem, we use the \( r_+ \) grid defined in section 3 as well as the truncated grid \( \tilde{r}_- = Sr_- \). The number of grid points on \( \tilde{r}_- \) is \( N_r \). The \( z \) direction can be discretized using either a single grid for both \( p \) and \( v \) or using staggered grids. Since the dispersion error is smaller for central first derivatives on staggered grids compared to collocated grids, we discretize the \( z \) direction using staggered grids as well. The grids are given by:

\[
\begin{align*}
  z_+ &= [z_0, z_1, z_2, \ldots, z_{N_z-1}]^T, \\
  z_- &= [z_{1/2}, z_1, z_2, \ldots, z_{N_z-1/2}]^T,
\end{align*}
\]

where

\[
  z_j = j\Delta z \text{ for } 0 \leq j \leq N_z - 1, \quad z_{j+1/2} = (j + \frac{1}{2})\Delta z \text{ for } 0 \leq j \leq N_z - 1
\]

for step size \( \Delta z = 2\pi / N_z \), where \( N_z \) is the number of grid points in the \( z \) direction. It is important to note that these grids do not have the same structure as the staggered grids in the radial direction (i.e., the + and − grids do not share the same endpoints). The point \( z_{N_z} \) is not stored, since by the periodicity condition it is equal to \( z_0 \).

4.2. Numerical scheme

The velocity \( \tilde{v} \) (along with other 2-D fields) is stored in a vector using column-major ordering (along the radial direction first):

\[
\tilde{v} = [\tilde{v}_{1/2}, \tilde{v}_1, \tilde{v}_2, \ldots, \tilde{v}_{N_r-1/2}]^T \in \mathbb{R}^{(N_r,N_z)}.
\]

The vectors \( \tilde{v}_j \) containing the velocity values along the radial direction at some \( z_j \) are

\[
\tilde{v}_j = [v_{1/2,j}, v_{1,j}, v_{2,j}, \ldots, v_{N_r-1/2,j}] \in \mathbb{R}^{1 \times N_r},
\]
where $v_{ij} = v(t, z_j, r_i)$. The cross-sectionally averaged velocity is stored on the $z_-$ grid and the pressure on the $z_+$ grid:

$$\mathbf{p} = [p_0 p_1 p_2 \ldots p_{N_z-1}]^T \in \mathbb{R}^{N_z},$$

$$\mathbf{u} = [u_{1/2} u_{3/2} \ldots u_{N_z-1/2}]^T \in \mathbb{R}^{N_z},$$

where $p_j = p(t, z_j)$ and $u_j = u(t, z_j)$; neither depends on $r$. The grid points at which the fields are stored are shown in Figure 2.

$\mathbf{v}_{1/2}$, $\mathbf{v}_{3/2}$, $\mathbf{v}_{5/2}$, $\mathbf{v}_{1/2, 1/2}$, $\mathbf{v}_{3/2, 1/2}$, $\mathbf{v}_{5/2, 1/2}$, $\mathbf{v}_{1/2, 3/2}$, $\mathbf{v}_{3/2, 3/2}$, $\mathbf{v}_{5/2, 3/2}$, $\mathbf{v}_{1/2, 5/2}$, $\mathbf{v}_{3/2, 5/2}$, $\mathbf{v}_{5/2, 5/2}$, $\Delta r$, $\Delta z$

Figure 2: The mesh used in the implementation of the model problem. $\mathbf{p}$ and $\mathbf{u}$ are 1D fields stored on the $z_+$ and $z_-$ grids respectively, while $\mathbf{v}$ is a 2-D field stored on the $\bar{r}_-$ and $z_-$ grids.

In the $z$ direction, the derivatives of the continuous functions $u(t, z)$ and $p(t, z)$ are approximated using standard central difference operators $\mathbf{D}_{z-}$ and $\mathbf{D}_{z+}$ on a staggered, periodic grid. The operator $\mathbf{D}_{z-}$ acts on quantities stored on the $z_+$ grid, with the resulting product stored on the $z_-$ grid, while $\mathbf{D}_{z+}$ acts on quantities stored on the $z_-$ grid, with the product stored on the $z_+$ grid. Due to periodicity in the $z$ direction, the difference operators $\mathbf{D}_{z-}$ and $\mathbf{D}_{z+}$ satisfy the SBP property:

$$\mathbf{D}_{z+} = -\mathbf{D}_{z-}^T.$$  \hspace{1cm} (4.4)

Using these operators, the $z$ derivative of the continuous function $p(t, z)$ is ap-
proximated in terms of the discrete function $p$ (stored on the $z$ grid) as

$$\frac{\partial p}{\partial z} \approx \mathbf{D}_z p.$$  

To apply these one-dimensional difference operators to a two-dimensional field (such as $v$), we must apply them at each point in the radial direction. This is accomplished by using the Kronecker product, defined by

$$\mathbf{A} \otimes \mathbf{B} = \begin{bmatrix} a_{11} \mathbf{B} & \ldots & a_{1n} \mathbf{B} \\ \vdots & \ddots & \vdots \\ a_{m1} \mathbf{B} & \ldots & a_{mn} \mathbf{B} \end{bmatrix}.$$ 

We can then apply the operator $\mathbf{D}_2$, which acts in the radial direction only, to the two-dimensional velocity field $\mathbf{v}$ to approximate the viscous term in the governing equations (2.3):

$$\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial v(t, z, r)}{\partial r} \right) \approx (\mathbf{I}_z \otimes \mathbf{D}_2) \mathbf{v}, \quad (4.5)$$

where $\mathbf{I}_z \in \mathbb{R}^{N_{z} \times N_{z}}$ is an identity matrix.

The semi-discrete form of the governing equations (2.1) and (2.3) can thus be written as

$$\frac{d\mathbf{p}}{dt} = \mathbf{D}_z \mathbf{u}, \quad (4.6)$$

$$\frac{d\mathbf{v}}{dt} = -(\mathbf{D}_z \mathbf{p} \otimes \mathbf{e}_-) + \epsilon (\mathbf{I}_z \otimes \mathbf{D}_2) \mathbf{v}, \quad (4.7)$$

where $\mathbf{e}_- = [1 1 \ldots 1]^T \in \mathbb{R}^{N_r}$. As in the continuous case, we have defined the cross-sectionally averaged velocity

$$\mathbf{u} = (\mathbf{I}_z \otimes \mathbf{w}^T) \mathbf{v} \approx 2 \int_0^1 v(t, z, r) r \, dr, \quad (4.8)$$

where $\mathbf{w}$ is the cross-sectional averaging operator, constructed using the quadrature rule $\mathbf{P}_-$ on the staggered radial grid:

$$\mathbf{w}^T = 2 \mathbf{e}^T \mathbf{R}_- \mathbf{P}_- \in \mathbb{R}^{1 \times N_r}. \quad (4.9)$$

The discrete cross-sectionally averaged velocity $\mathbf{u}$ (4.8) approximates the continuous cross-sectionally averaged velocity $u(t, z)$ defined in (2.2).
4.3. Energy balance

To compute the discrete energy, we introduce a two-dimensional discrete grid function \( a_\bar{r} \) defined on the \( \bar{r} \) and \( z \) grids in the same manner as \( v \) in (4.2) and (4.3), as well as \( a_\bar{r}^+ \) defined on the \( r_+ \) and \( z_+ \) grids. We then define discrete norms for two-dimensional fields on both radial grids:

\[
\|a_\bar{r}\|_{\Omega^-}^2 = a_\bar{r}^T P_{\Omega^-} a_\bar{r}, \quad \|a_\bar{r}^+\|_{\Omega^+}^2 = a_\bar{r}^+^T P_{\Omega^+} a_\bar{r}^+,
\]

where

\[
P_{\Omega^-} = P_z \otimes \bar{R}_{\bar{r}} P_{\bar{r}}^- \quad \text{and} \quad P_{\Omega^+} = P_z \otimes R_{r_+} P_{r_+}
\]

are quadrature rules approximating the area of \( \Omega \). Since the solution is periodic in the \( z \) direction, \( P_z = \Delta z I_z \in \mathbb{R}^{N_z \times N_z} \). This quadrature rule is therefore the same for both grids \( z_- \) and \( z_+ \).

Using these norms, the discrete energy is defined as

\[
E_h = \frac{1}{2}\|v\|_{\Omega^-}^2 + \frac{1}{2}\|p \otimes e_-\|_{\Omega^-}^2 - \frac{1}{2} v^T (P_z \otimes \bar{R}_{\bar{r}} P_{\bar{r}}^-) v + \frac{1}{4} p^T P_z p. \tag{4.11}
\]

The result \( \|p \otimes e_-\|_{\Omega^-}^2 = p^T P_z p / 2 \) follows from the definition of the cross-sectionally averaged operator (4.9):

\[
\|p \otimes e_-\|_{\Omega^-}^2 = (p^T e_-^T)(P_z \otimes \bar{R}_{\bar{r}} P_{\bar{r}}^-)(p \otimes e_-)
\]

\[
= (p^T P_z p \otimes e_-^T \bar{R}_{\bar{r}} P_{\bar{r}}^- e_-)
\]

\[
= \frac{1}{2} (p^T P_z p \otimes w^T e_-)
\]

\[
= \frac{1}{2} p^T P_z p,
\]

where we used the fact that

\[
w^T e_- = 2 \int_{r=0}^{r=1} rdr = 1
\]

(see Appendix A).

Using the fact that the quadrature rules are symmetric, positive definite matrices, we compute the energy rate for the system by taking the time derivative.
of (4.11) and inserting (4.6) and (4.7) into the result, which yields
\[
\frac{dE_h}{dt} = -\frac{1}{2}p^T P_x D_x u - \tilde{v}^T (P_x D_x p \otimes R_- P_- e_-) + \epsilon \tilde{v}^T (P_x \otimes \tilde{P}_- D_- R_+ \tilde{D}_+) \tilde{v}.
\]

(4.12)

From the definition of the cross-sectionally averaged operator (4.9), we obtain
\[
\tilde{v}^T (P_x D_x p \otimes \tilde{R}_- \tilde{P}_- e_-) = p^T D_x^T P_z (I_x \otimes \bar{e}_t \tilde{R}_- \tilde{P}_-) \tilde{v} = \frac{1}{2} p^T D_x^T P_z (I_x \otimes \bar{w}^T) \tilde{v} = \frac{1}{2} p^T D_x^T P_z u.
\]

Then (4.12) becomes
\[
\frac{dE_h}{dt} = -\frac{1}{2} p^T (P_x D_x^T + D_x^T P_z) u + \epsilon \tilde{v}^T (P_x \otimes \tilde{D}_- R_+ \tilde{D}_+) \tilde{v}.
\]

(4.13)

Due to the SBP property of the \( z \) operators given in (4.4), the first two terms on the right-hand side of (4.13) cancel each other out. Applying the SBP property for the radial operators (3.5), we substitute for \( \tilde{D}_- \) to simplify (4.13):
\[
\frac{dE_h}{dt} = -\epsilon \tilde{v}^T (P_x \otimes \tilde{D}_+^T P_+ R_+ \tilde{D}_+) \tilde{v} + \epsilon \tilde{v}^T (P_x \otimes \tilde{B}^T R_+ \tilde{D}_+) \tilde{v}.
\]

The truncated boundary matrix \( \tilde{B}^T \) is a zero matrix, so only the viscous dissipation term is left:
\[
\frac{dE_h}{dt} = -\epsilon \|(I_x \otimes \tilde{D}_+) \tilde{v}^2 \Omega_+.
\]

(4.14)

The scheme is stable if the right-hand side is non-positive. Stability is addressed in the following proposition:

**Proposition 4.1.** The discrete energy rate in (4.14) satisfies
\[
\frac{dE_h}{dt} = -\epsilon \|(I_x \otimes \tilde{D}_+) \tilde{v}^2 \Omega_+ < 0,
\]

for \( \epsilon > 0 \) and for all \( \tilde{v} \neq 0 \).

**Proof.** The proof is given Appendix B for the second order accurate difference approximation. The proposition is numerically verified to hold for higher orders as well.
5. Convergence tests

We investigate the accuracy of our numerical scheme by constructing a smooth analytic solution with a harmonic pressure of the form

$$p(t, z) = \text{Re} \left( e^{i(z-\omega t)} \right),$$

(5.1)

for complex $\omega$ to be determined below; $\text{Re}(\omega)$ is the angular frequency of oscillation. We chose the nondimensional domain length in the axial direction to be exactly one wavelength, so the wavenumber $k$ is equal to 1. Following [1], we solve the momentum balance to find the velocity $v(t, z, r)$ satisfying the no-slip boundary condition $v(t, z, r = 1) = 0$ as

$$v(t, z, r) = \text{Re} \left( \frac{\alpha}{\omega} \left[ 1 - \frac{J_0(\alpha r)}{J_0(\alpha)} \right] e^{i(z-\omega t)} \right),$$

(5.2)

where $\alpha = -\sqrt{\omega / \epsilon}$, and $J_0(x)$ is a Bessel function of the first kind. Figure 3a shows radial profiles of the velocity for $\epsilon = 10^{-2}$ at a fixed depth $z = \pi$ after 0, 1, and 2 periods $T = 2\pi / \text{Re}(\omega)$. The velocity retains the same profile but decreases in amplitude with each cycle due to viscous dissipation. In Figure 3b, profiles at $t = 0$ are shown for different values of $\epsilon$. As $\epsilon$ is increased, the width of the viscous boundary layer increases. In the limit of large $\epsilon$ the flow is fully developed (the boundary layers meet at the center of the conduit to form a parabolic velocity profile), while as $\epsilon$ approaches 0 the flow approaches plug flow behavior.

Applying the width averaging (2.2) to the velocity given in (5.2), we obtain the cross-sectionally averaged velocity:

$$u(t, z) = \text{Re} \left( \frac{1}{\omega} \left[ 1 - \frac{2 J_1(\alpha)}{\alpha J_0(\alpha)} \right] e^{i(z-\omega t)} \right),$$

(5.3)

Upon satisfying the mass balance equation, we obtain the dispersion relation

$$\omega^2 = 1 - \frac{2 J_1(\alpha)}{\alpha J_0(\alpha)}.$$

(5.4)

In general, solving the dispersion relation for $\omega$ yields complex values, whose real and imaginary parts correspond to the oscillatory and decaying behavior.
of the wave, respectively. In the inviscid limit ($\epsilon = 0$), $\omega \to \pm 1$, and waves propagate without energy loss. As $\epsilon$ is increased, the solutions to (5.4) acquire negative imaginary components, which correspond to dissipative behavior in the boundary layer. For large enough $\epsilon$, the real components of the solutions approach zero, producing overdamped wave behavior in which the waves decay without oscillating.

![Figure 3: Radial profiles of the velocity $v$ at the middle of the conduit ($z = \pi$). Figure (a) shows velocity profiles for $\epsilon = 10^{-2}$ after 0, 1, and 2 periods, showing amplitude decay due to viscous dissipation. Figure (b) shows velocity profiles (at $t = 0$) for different values of $\epsilon$. As $\epsilon$ is increased, the viscous boundary layer becomes wider.](image)

5.1. Optimal discretization

Given a desired error level, or tolerance, and value of $\epsilon$, we determine the optimal discretization by comparing the error contributions due to discretization in the $r$ and $z$ directions. The norm of the error is computed using

$$\|e\|_{\Omega^-}^2 = \|v - v^*\|_{\Omega^-}^2 + \|(p - p^*) \otimes e\|_{\Omega^-}^2,$$

where $v^*$ and $p^*$ is the velocity and pressure given by the analytic solution. The numerical solution is integrated in time using a low-storage fourth-order Runge-Kutta method and the norm of the error is measured after one oscillation period ($t_{max} = 2\pi/Re(\omega)$).

In Figure 4, the error contributions from the grid refinement in the $z$ and $r$ directions are visualized by fixing the grid refinement level in one direction and varying it in the other direction. In Figure 4a, the value of $N_z$ is held
fixed while $N_r$ is varied, while the reverse is true in Figure 4b. The optimal discretization for a desired error level is where the error contributions from the $r$ and $z$ discretizations are approximately equal, corresponding to the location where the error curves begin to plateau in the grid refinement plots.

Figure 4: Error contributions from $r$ (a) and $z$ (b) grid refinement using 2nd order interior operators, with $\epsilon = 10^{-2}$.

Decreasing $\epsilon$ narrows the boundary layer in which viscous effects act. To resolve this narrower boundary layer to a desired accuracy, the grid resolution in the radial direction must be increased. A grid refinement for $\epsilon = 10^{-3}$ is shown in Figure 5b. Comparing Figures 5a and 5b, we see that when $\epsilon$ is reduced by a factor of 10, the number of radial grid points $N_r$ needed for an optimal discretization for a given $N_z$ increases. Since the grid is uniform, the numerical solution in the center of the conduit becomes increasingly over resolved as the width of the boundary layer decreases. To avoid over resolving the numerical solution, one can adopt a coordinate transform in the radial direction that clusters most of the grid points in the boundary layer.
5.2. Convergence rate

We compute the accuracy of the simulation for operators of 2nd, 4th, 6th, and 8th order interior accuracy, with the results shown in Figure 6. The order of accuracy of the diffusion difference operator is $p$ at the boundary and $2p$ in the interior. The expected global convergence rate is $p + 1$ \cite{19, 20}. By using factor of two refinements, we estimate the convergence rate using

$$\text{Rate} = \log_2 \left( \frac{\|e_{j-1}\|_{\Omega^-}}{\|e_j\|_{\Omega^-}} \right),$$

where $\|e_j\|_{\Omega^-}$ denotes the error on a mesh $j$. For our convergence tests, we choose each successive mesh $j$ to have twice the number of grid points in both the radial and axial directions as the previous mesh $j - 1$. Following the optimal discretization for $\epsilon = 10^{-2}$ shown in Figure 4, we choose the same number of grid points in the radial and axial directions. The errors and convergence rates at each grid refinement are shown in table 1. The error converges towards zero at the expected convergence rate ($p + 1$).
Figure 6: Convergence rates for 2nd through 8th order interior operators, with $\epsilon = 10^{-2}$ and equal number of grid points in the $z$ and $r$ directions.

Table 1: Error magnitudes and rates for simulations using operators with 2nd through 8th order interior accuracy.

<table>
<thead>
<tr>
<th>$\sqrt{N_r N_z}$</th>
<th>2nd order interior accuracy</th>
<th>4th order interior accuracy</th>
<th>6th order interior accuracy</th>
<th>8th order interior accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>error magnitude</td>
<td>error rate</td>
<td>error magnitude</td>
<td>error rate</td>
</tr>
<tr>
<td>16</td>
<td>$4.18 \times 10^{-2}$</td>
<td></td>
<td>$1.43 \times 10^{-2}$</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>$1.11 \times 10^{-2}$</td>
<td>1.91</td>
<td>$1.40 \times 10^{-3}$</td>
<td>3.32</td>
</tr>
<tr>
<td>64</td>
<td>$2.80 \times 10^{-3}$</td>
<td>1.98</td>
<td>$1.14 \times 10^{-4}$</td>
<td>3.65</td>
</tr>
<tr>
<td>128</td>
<td>$7.09 \times 10^{-4}$</td>
<td>1.99</td>
<td>$8.26 \times 10^{-6}$</td>
<td>3.79</td>
</tr>
</tbody>
</table>
6. Application to acoustic-gravity waves in magmatic conduits

The problem of axisymmetric wave propagation with viscous dissipation in a conduit arises in a range of different contexts, including arterial flow [1], aeroacoustic applications including airflow in human phonation [21], and acoustic-gravity waves in magmatic conduits [3]. Many of these application problems cannot be solved directly due to spatially variable material properties, time-varying boundary conditions, or multiphase fluids in the conduit.

The problem of wave propagation in magmatic conduits is of particular interest to us, and we introduce it here as a more complex problem on which we can apply the results developed in the previous sections. In this problem, $z$ is depth (positive up), and the magma properties are functions of depth. In Karlstrom and Dunham [3], a model is presented for acoustic-gravity waves in a cylindrical conduit filled with viscous, compressible magma in the presence of a gravitational field. Magma is a mixture of liquid melt and gas bubbles or volatiles that can be fully or partially dissolved in the melt according to pressure-dependent solubility laws. The model is motivated by observations at Kilauea Volcano, Hawaii, where an open lava lake sits atop a magma column extending down at least a few kilometers. Huge rockfalls into the lava lake trigger oscillations that are interpreted as acoustic-gravity wave eigenmodes of the system.

The governing equations are derived by considering small perturbations about a rest state of thermodynamic and mechanical equilibrium (the magmastic base state); the liquid and gas phases are assumed to move with the same velocity. The exchange of mass between liquid and gas phases is described in terms of non-equilibrium bubble growth and resorption (BGR) of volatiles, parametrized as a relaxation process over a characteristic timescale $\tau$. The governing equations are obtained by linearizing the equations for mass and momentum balance in the magma, the BGR evolution equation involving the volatile solubility law, and the magma equation of state:

$$\frac{\partial v}{\partial t} + \frac{\partial p}{\partial z} + \frac{\rho g}{K} p - \rho g n - \frac{\mu}{r} \frac{\partial}{\partial r} \left( r \frac{\partial v}{\partial r} \right) = 0, \quad (6.1)$$
\[
\frac{1}{K} \frac{\partial p}{\partial t} + \frac{\partial u}{\partial z} - \frac{\rho g u}{K} + \frac{a(n + bp)}{\tau} = 0, (6.2)
\]

\[
\frac{\partial n}{\partial t} + \rho g b u + \frac{n + bp}{\tau} = 0, (6.3)
\]

\[
u = \frac{2}{R^2} \int_0^R v \, r \, dr, (6.4)
\]

where \( p(t, z) \), \( v(t, z, r) \), and \( u(t, z) \) are, as before, perturbations in pressure, velocity, and cross-sectionally averaged velocity; and \( n(t, z) \) is the perturbation in the mass fraction of exsolved gas. In addition, \( \rho(z) \) is the density in the magmastatic state, \( K(z) \) is the bulk modulus, \( g \) is acceleration due to gravity, \( \mu \) is viscosity, \( R \) is the conduit radius, and \( a(z) \geq 0 \) and \( b(z) \geq 0 \) are coefficients quantifying processes related to the influence of volatiles on the magma density and the pressure-dependence of volatile solubility. Note that these equations, unlike those in the model problem, are dimensional.

As in the model problem, we enforce a no-slip boundary condition:

\[
v(t, z, r = R) = 0. (6.5)
\]

The top and bottom boundary conditions for the conduit require more careful treatment than in the model problem. At the bottom of the conduit \((z = 0)\), choices of boundary condition include but are not limited to a no flow boundary \((v(t, z = 0, r) = 0)\) or a zero pressure perturbation boundary \((p(t, z = 0) = 0)\); we focus on the latter here. At the top of the conduit, the magma is in contact with the atmosphere, so pressure is set equal to atmospheric pressure (plus some perturbation \( p_{\text{force}}(t) \) associated with the impulsive forcing from the rockfalls) on that moving surface located at \( L + h(t) \), where \( L \) is the nominal conduit length and \( h(t) \) is the change in height. Linearization of this condition results in the top boundary condition

\[
p(t, z = L) - \rho(L)gh(t) = p_{\text{force}}(t), (6.6)
\]

where the height evolves according to

\[
\frac{dh}{dt} = u(t, z = L). (6.7)
\]
Equations (6.2) and (6.3) are discretized using SBP operators on a regular grid with boundary conditions weakly enforced using simultaneous approximation terms (SAT) \cite{14}. This discretization is possible to perform because there is no $r$ dependence in the variables $(p, n, u)$. The SAT technique is implemented using the method and choice of SAT parameters described in \cite{3}, where the target boundary values are determined by preserving the characteristic variables carrying information out of the domain. The radial diffusion term in (6.1) is discretized using the same operator $D_2$ as in the model problem, i.e., by (4.5). The integral in (6.4) is discretized using the $\bar{P}$ operator, see (4.8) and (4.9).

We note that viscosity was neglected in the original study \cite{3}; accounting for viscous dissipation appears to be essential to properly match observations, thus motivating this study.

The simulation results for a conduit of length $L = 2$ km and radius $R = 15$ m containing magma with a viscosity of $\mu = 10$ Pa s are shown in Figures 7, 8, and 9. In these figures, the system is forced by a Gaussian pressure pulse $p_{\text{force}}(t)$ at the surface ($z = L$) with an amplitude of 50 kPa and 1 s duration. The increasing pressure with depth in the magmatic base state, together with the pressure-dependence of volatile solubility, leads to segmentation of the conduit into two distinct sections. At depths below $z = L/2$ (the exsolution depth), all volatiles are dissolved (making the magma less compressible and more dense); above the exsolution depth, gas bubbles are present, making the magma more compressible and less dense. As in the model problem (see Figure 3a), the viscous effects manifest in narrow boundary layers near the wall of the conduit and the amplitude of the oscillations decays with each cycle, as seen in Figure 7.
The response of the magma column to the Gaussian pressure impulse (i.e., rockfall) is seen in Figure 8 and Figure 9, which show the time evolution of the pressure and fluid velocity at \( r = R/2 \), respectively. The disturbance at the surface creates a wave that travels down into the conduit at a relatively constant speed until it reaches the exsolution depth, where it excites ringing behavior in the deeper conduit section. These oscillations are damped out by the fluid viscosity and non-equilibrium bubble growth and resorption over the course of several minutes. With the addition of viscosity, many features observed in the Kilauea data are reproduced in the model.

Figure 7: Radial profiles of the vertical magma velocity at \( z = 0.8L \) (above the exsolution depth) for magma viscosity \( \mu = 10 \text{ Pa s} \). As in the model problem, the viscous effects manifest in boundary layers near the conduit wall.
Figure 8: Space-time plot of pressure perturbation in response to rockfall onto the surface of the magma column.

Figure 9: Space-time plot of vertical velocity along the vertical cross-section at \( r = R/2 \) in response to rockfall onto the surface of the magma column.

7. Conclusion

We have developed a numerical model for the propagation of waves in a fluid-filled tube or conduit with dissipation due to fluid viscosity. To model viscous dissipation, we have developed a method for constructing a provably stable method introducing a summation-by-parts operator \( D_2 \) for approximating the radial component of the Laplacian in cylindrical coordinates. This operator is
constructed by defining a staggered grid in the radial direction, on which we define first derivative SBP difference operators. This operator does not include the grid points at the endpoints r = 0 and r = 1 and exactly enforces the no-slip boundary condition at r = 1. To prove stability, we derived an energy estimate for the semi-discrete approximation.

As an example of an application problem which is not analytically solvable, we applied the numerical method to the governing equations for acoustic-gravity waves propagating in a magmatic conduit. This problem introduces complexities not seen in the model problem, including a multiphase fluid and depth-dependent material properties, which make it solvable only by numerical techniques. Related application problems arise in other contexts, including arterial flow \[1\] and human phonation \[21\], and could constitute a basis for further work.

A potential future development is to reduce the stencil width of the difference approximation. Since the approximation of the radial component of the Laplacian operator was constructed by applying the first derivative twice, this results in a stencil width of \(4p^2 - 1\), where \(2p\) is the interior accuracy. The optimal stencil width is \(2p + 1\). For \(p = 1\) (second order interior accuracy), the stencil width is optimal. For higher orders of accuracy, it might be possible to construct a difference approximation of the Laplacian with optimal stencil width using the approaches taken in \[22\ 23\ 24\ 25\].

While the analysis presented in this work is restricted to cylindrical coordinates, it is likely that the staggered grid operators could be used to handle similar coordinate singularities in spherical coordinates. Furthermore, our method of handling the \(1/r\) coordinate singularity does not make use of the symmetry condition at \(r = 0\) that is specific to axisymmetric problems, which indicates that this method could be applied to non-axisymmetric problems in both cylindrical and spherical coordinates. Extending this method to fully three dimensional non-axisymmetric problems would require the definition of derivative operators in the azimuthal direction, and careful treatment of the truncation step.
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Appendix A. Accuracy of quadrature rules

Lemma Appendix A.1. Let the SBP operators $D_+$ and $D_-$ be $p$th-order-accurate on the boundary. Then the order of the quadrature rules $P_+$ and $P_-$ is at least $\max(2, (2p - 2))$ for $p \geq 1$.

Proof. Let $r_j = a + jh$, $h = (b - a)/N$, and $r_+ = [r_0, r_1, \ldots, r_N]^T$ be the vector of grid point locations for the regular grid. The corresponding location vector for the staggered grid is $r_- = [r_0, r_{1/2}, \ldots, r_{N-1/2}, r_N]^T$. Denote a grid function on the regular grid by $u_+ = [u_0, u_1, \ldots, u_N]^T$ and on the staggered grid by $u_- = [u_0, u_{1/2}, \ldots, u_{N-1/2}, u_N]^T$. Recall the summation-by-parts property (3.5) for first derivatives. By applying this property to the second derivatives $D_+D_+$ and $D_-D_-$, and taking the scalar products (3.2) and (3.3) it follows that

\begin{align*}
(u_+, D_+D_-v_+) &= -(D_-u_+, D_-v_+) + u_N(D_-v_+)N - u_0(D_-v_+)0, \quad (A.1) \\
(u_-, D_-D_+v_-) &= -(D_+u_+, D_+v_-) + u_N(D_+v_-)N - u_0(D_+v_-)0. \quad (A.2)
\end{align*}

The SBP operators exactly satisfy

\begin{align*}
D_+r_+^s &= sr_+^{s-1}, \\
D_-r_-^s &= sr_-^{s-1}, \\
D_-D_+r_+^s &= s(s-1)r_+^{s-2}, \\
D_+D_-r_-^s &= s(s-1)r_-^{s-2},
\end{align*}

where $r_+^s = [r_0^s, r_1^s, \ldots, r_N^s]^T$ and $r_-^s = [r_0^s, r_{1/2}^s, \ldots, r_{N-1/2}^s, r_N^s]^T$. 
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Case I: $p = 1$. In this case, $P_+$ is the trapezoidal rule in (3.7) and $P_-$ is the midpoint rule in (3.7), which are second-order-accurate.

Case II: Even degree polynomials. Taking $u_+ = r_+^s$, $v_+ = r_+^{s-2}$, and $v_- = r_-^s$ in (A.1) and (A.2), and using (A.3) yields

$$(s-1)(e_+, r_+^{2s-2})_+ = -s(e_-, r_+^{2s-2})_- + r_N^{2s-2} - r_0^{2s-2}, \quad s \in [2, p] \quad (A.4)$$

$$(s-1)(e_-, r_-^{2s-2})_- = -s(e_+, r_+^{2s-2})_+ + r_N^{2s-2} - r_0^{2s-2}, \quad s \in [2, p] \quad (A.5)$$

where $e_+ = [1, 1, \ldots, 1]^T \in \mathbb{R}^{N+1}$ and $e_- = [1, 1, \ldots, 1]^T \in \mathbb{R}^{N+2}$. By forming the difference between (A.5) and (A.4)

$$(e_+, r_+^{2s-2})_+ = (e_-, r_-^{2s-2})_- \quad (A.6)$$

Inserting (A.6) into (A.4) and (A.5) leads to

$$(e_+, r_+^{2s-2})_+ = (e_-, r_-^{2s-2})_- = \frac{1}{2s-1} (b^{2s-1} - a^{2s-1}), \quad s \in [2, p].$$

The right-hand side is exactly equal to the result obtained by the integration

$$\int_a^b r^{2s-2}dr = \frac{1}{2s-1} (b^{2s-1} - a^{2s-1}),$$

which means that the quadrature rules are exact for all even degree polynomials up to degree $2p - 2$.

Case III: Odd degree polynomials. Now taking $u_+ = r_+^s$ and $v_+ = r_+^{s-1}$ and $u_- = r_-^s$ and $v_- = r_-^{s-1}$ in (A.1) and (A.2), and using (A.3) leads to

$$(s-2)(e_+, r_+^{2s-3})_+ = -s(e_-, r_+^{2s-3})_- + r_N^{2s-2} - r_0^{2s-2}, \quad s \in [2, p] \quad (A.7)$$

$$(s-2)(e_-, r_-^{2s-3})_- = -s(e_+, r_+^{2s-3})_+ + r_N^{2s-2} - r_0^{2s-2}, \quad s \in [2, p] \quad (A.8)$$

By forming the difference between (A.8) and (A.7)

$$(e_+, r_+^{2s-3})_+ = (e_-, r_-^{2s-3})_- \quad (A.9)$$

Inserting (A.9) into (A.7) and (A.8) leads to

$$(e_+, r_+^{2s-3})_+ = (e_-, r_-^{2s-3})_- = \frac{1}{2s-2} (b^{2s-2} - a^{2s-2}), \quad s \in [2, p].$$
which means that the quadrature rules are exact for all odd degree polynomials up to degree $2p - 3$.

\[ \square \]

**Remark 3.** For $p > 1$, there is numerical evidence that the quadrature rules are of order $2p - 1$.

**Appendix B. Proof of Proposition 4.1 (second order case)**

We need to show that the following holds:

\[ \bar{\nu}^T A \bar{\nu} = \| (I_z \otimes \tilde{D}_+) \bar{\nu} \|^2_{\Omega_{+}} > 0, \quad \text{for all } \bar{\nu} \neq 0, \]

i.e. $A > 0$. From the definition of the norm $\| \cdot \|^2_{\Omega_{+}}$ in (4.10), we get

\[ A = P_z \otimes (\tilde{D}^T_+ P_+ R_+ \tilde{D}_+). \]

Since $P_z = \Delta z I_z > 0$, we only need to consider $\tilde{A} = \tilde{D}^T_+ P_+ R_+ \tilde{D}_+ \in \mathbb{R}^{N \times N}$. If $\tilde{A} > 0$ then the null space $null(\tilde{A}) = \{ \mathbf{x} \in \mathbb{R}^N \neq 0 | \tilde{A} \mathbf{x} = 0 \}$ is empty. Since $R_+$ is zero on the diagonal in the first row and both $P_+$ and $R_+$ are diagonal and positive everywhere else, it is sufficient to show that there exists no vector $\mathbf{x} = (\bar{x}_0 \, \bar{x}_1 \, \ldots \, \bar{x}_{N-1})^T \in \mathbb{R}^N \neq 0$ such that $\tilde{D}_+ \mathbf{x} = \mathbf{y}$, where $\mathbf{y} = (\alpha, 0, 0, \ldots 0)^T \in \mathbb{R}^{(N+1)}$ for $\alpha \neq 0$. In the second order case, the matrix $\tilde{D}_+$ is given by

\[
\tilde{D}_+ = \frac{1}{\Delta y} \begin{bmatrix}
2 \\
-1 & 1 \\
-1 & 1 \\
-1 & 1 \\
\vdots & \ddots \\
-1 & 1 \\
-2
\end{bmatrix} \in \mathbb{R}^{(N+1) \times N}.
\]

Consider the equation system $\tilde{D}_+ \mathbf{x} = 0$. We use a proof by contradiction and assume that there exists $\mathbf{x} \neq 0$. From the last equation we obtain $\bar{x}_{N-1} = 0$. 35
Inserting this result into the second last equation yields $\bar{x}_{N-2} = 0$. Repeating the procedure until the second equation yields $\bar{x}_0 = 0$, which implies that $\bar{x} = 0$ is the only solution. We have arrived at a contradiction and therefore conclude that $\bar{A} > 0$, which completes the proof.

For higher order of accuracy, we numerically compute the minimum modulus eigenvalue

$$\lambda_{min} = \min_{\lambda_i \in \lambda(A/\Delta r)} |\lambda_i|.$$

We use 16 to 400 grid points. Figure B.10 shows that $\lambda_{min}$ is nonzero.
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